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ABSTRACT
A Sense and Respond (SaR) system endows a Business 
Intelligence system with the intelligence needed to react timely 
to exogenous as well as endogenous events. To this end, a SaR 
system needs to know the Key Performance Indicators (KPIs) 
that must be maximized as well as their relative weights. While 
the first information can be easily obtained through interviews, 
the second one is quite hard to get. This motivates the investi-
gation of methods and tools to address this problem.

In such a context, the main contributions of this paper are the 
following. First, we show how KPIs can be effectively defined using 
linear constraints. Second, we show how the problem of computing 
the actions that the SaR system proposes to the manager can be 
formulated as a Mixed Integer Linear Programming (MILP) problem. 
Third, we show how KPI weights can be computed from previous 
managing decisions by solving a suitable MILP problem. Fourth, we 
provide experimental results showing the effectiveness of the pro-
posed approach.
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1. Introduction

Sense and Respond (SaR) systems are among the key technological artifacts 
enabling the development of Business Intelligence (BI) systems. Basically, 
a SaR is a control system whose controlled system (plant) is an enterprise 
organization (see Figure 1). In such a context, sensing focuses on acquiring 
information about the enterprise status, while responding focuses on comput-
ing sequences of actions (typically manager actions) maximizing given Key 
Performance Indicators (KPIs).

1.1 Motivations

A SaR system endows a BI system with the intelligence needed to react timely 
to exogenous as well as endogenous events. To this end, a SaR system needs 
a reliable model of the enterprise organization as well as of the goals to be 
pursued.
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Usually, a model of the enterprise organization can be derived from the 
enterprise DB. In fact, most SaR systems interact mainly with the enter-
prise DB.

The enterprise goals are much more difficult to formalize since they may 
involve many actors across the enterprise organization. As a result, typically 
we have a set of KPIs describing different requirements to be considered when 
automating managing decision (the SaR main goal).

While it is quite reasonable to elicit KPIs, it is much more difficult to acquire 
knowledge about priorities among them. Without such an information, we can 
only compute a partial order among the possible managing decisions. Using such 
a partial order, we can compute the set of all actions (i.e. managing decisions) that 
are Pareto optimal, i.e. cannot be improved w.r.t. all KPIs.

We note however that, in order to effectively deploy a SaR system to support 
BI, we need to select one action among those that are Pareto optimal. This 
entails computing suitable weights for the enterprise KPIs. Unfortunately, 
such weights are very hard to obtain since, basically, they formalize how 
a manager weights KPIs, and very seldom a manager is able (or willing) to 
state rules clearly defining priorities among KPIs.

Indeed, weighting KPIs is among the main obstacle to overcome in order to 
deploy SaR systems within complex organizations. This motivates the investigation 
of methods and tools to compute automatically KPI weights from the observation 
of previous manager actions. This is the main focus of the present paper.

1. 2. Contributions

Our main contributions can be summarized as follows.
First, we show how KPIs can be effectively defined using linear constraints.
Second, we show how the problem of computing reaction rules, i.e. the actions 

that the SaR system proposes to the manager (SaR actions), can be formulated as 
a constraint problem with mixed integer- and real-valued decision variables over 
linear constraint (Mixed Integer Linear Programming [MILP]).

Third, we show how also KPI weights can be computed from the manager 
decisions by solving suitable constraint (MILP) problems.

Figure 1. SaR and database (DB) as a control system.
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Fourth, we experimentally show that the constraint problems defined above 
can be efficiently solved by standard MILP solvers on real business scenarios.

1. 3. Related Work

SaR systems are at the very heart of BI systems (see, e.g. Dutta, Lee, and Yasai- 
Ardekani 2014; Negash and Gray 2008), and in such a context, they have been 
widely studied as outlined below.

The study by Haeckel and Slywotzky (1999) presents a conceptual organization 
for an enterprise aiming at supporting BI through a SaR system. In such a context, 
following a model-driven architecture (see, e.g. Huang, Kumaran, and Chung 
2005; OMG Object Management Group 0000), an enterprise organization is 
seen as a hierarchical system consisting of four layers: (1) A strategic layer defining 
the enterprise objectives (see, e.g. Kaplan and Norton 1992). (2) An operational 
layer defining how the enterprise plans to pursue its objectives and the KPIs used to 
measure progress toward such objectives. (3) An executive layer defining the 
workflow and the information flow used to implement the operational layer. (4) 
An implementation layer defining the IT used to implement the executive layer. 
Here, we take the enterprise organization as an input and focus on the develop-
ment of the SaR system itself.

The survey by Kapoor et al. (2005) presents two SaR systems: one for the 
IBM Microelectronics Division in Burlington Vermont and another one for 
the IBM Personal Computing Division in Raleigh, North Carolina. A SaR 
system to support supply chain management is presented in Buckley et al. 
(2005). The SaR design approach outlined by Kapoor et al. (2005) rests on the 
concepts of business component (see, e.g. Herzum and Sims 2000) to model 
business processes and web services (see, e.g. Gottschalk et al. 2002) for the 
software implementation of business components.

Nguyen, Schiefer, and Tjoa (2005) propose an event-driven SaR service archi-
tecture (SARESA) to operate BI applications. SARESA enables real-time analytics 
across corporate business processes, notifies the business of actionable recommen-
dations, or automatically triggers business operations, thereby effectively closing 
the gap between BI systems and business processes.

Data warehousing and BI approaches are widely used as a middleware layer 
for state-of-the-art decision support. However, they do not provide sufficient 
support in dealing with real-time and closed-loop decision-making. The work 
by Seufert and Schiefer (2005) proposes a SaR BI architecture aiming at 
increasing BI value by reducing action time and interlinking business pro-
cesses with decision-making.

Developments of SaR systems to support supply chain management have 
been investigated (e.g. Deshmukh and Mohan 2016; Hahn and Packowski 
2015; Lusch, Liu, and Chen 2010; Lush 2011).
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The use of SaR systems to enable the use of big data in supply chain 
management has been investigated by Hazen et al. (2016).

From the above, it follows that, although SaR development has been thor-
oughly investigated in many settings, mechanisms to endow SaR systems with 
machine learning methods enabling them to automatically adapt to the enter-
prise manager strategy, to the best of our knowledge, have not been developed 
so far. In this paper, we focus exactly on this point, and we do this by 
exploiting off-the-shelf artificial intelligence constraint-based solvers to per-
form the required reasoning.

Among the different modeling and solving paradigms available (see, e.g. 
Mancini et al. 2008; Neumaier et al. 2005), we opt for MILP, one of the most 
mature technologies available on the market, very popular in many industry 
domains (see, e.g. Caballero and Grossmann, 2014; Heilporn, De Giovanni, 
and Labbé 2008; Mancini et al. 2018b; Van den Bergh et al. 2013; Wang, 
Brandt-Pearce, and Subramaniam 2015, just to mention a few examples) 
including business process optimization and scheduling (see, e.g. Kyriakidis, 
Kopanos, and Georgiadis 2012; Sakellaropoulos and Chassiakos 2004; 
Vergidis, Tiwari, and Majeed 2007).

2. System Description

In this section, we describe the functional scheme of the proposed SaR system, 
the system components, the activity diagrams, and the business data gathering 
modules.

2. 1. Functional Scheme

In Figure 2, the functional scheme of the proposed SaR system is shown.
Sensing of enterprise data is realized through the enterprise DB or through 

web closed-form questionnaires filled by the enterprise staff. Collected data are 
then stored in the SaR DB through a web server, interfaced also with the 
enterprise manager. Data stored in the SaR DB are used to compute enterprise 
KPIs, as well as reaction and learning and updating rules.

The reaction rules suggest actions to the manager, who can either accept 
and implement them or choose other actions. The actions chosen by the 
manager are stored in the DB and used to update the reaction rules, if needed. 
The flow of the manager chosen actions reaches the enterprise organization 
through the enterprise DB.

2.2. System Components

Our system consists of a set of functionally dependent components (see Figure 2). 
The main components are the following:
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● The SaR-DB component which, in addition to its own function, has also 
the role of communication bus among the other components.

● The Enterprise-DB component, representing all databases of the 
enterprise.

● The Sensor component, i.e. the software that reads data from Enterprise- 
DB and stores them in the SaR-DB.

● The Rules component, i.e. the software that reads KPI values from SaR- 
DB, stores possible corrective actions in the database, reads from SaR-DB 
actions executed by the manager, and updates the reaction rules. This 
component only needs to interface with the SaR-DB.

● The KPI component, i.e. the software that reads data from SaR-DB, 
computes the KPI values, and stores new KPI values in the database. 
Also, this component only needs to interface with the SaR-DB.

● The Web-server component, having two interfaces: the IManager inter-
face, which allows the manager to read the action computed by the SaR 
from the DB and to store the action really adopted by the manager in the 

Figure 2. Functional scheme and main components of the proposed SaR system.
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database; the IEnterprise interface, which allows the staff to insert enter-
prise data, by, e.g. filling web forms.

● The Manager component, which represents the enterprise manager. In 
particular, it represents the manager behavior, and it is not a software 
component. Indeed, it can be considered a human-in-the-loop compo-
nent. The manager receives suggestions from the SaR (as actions stored in 
the DB), by means of the IManager interface. Then, he/she stores the 
action actually chosen and adopted into the DB.

● The Enterprise component stores data (collected from hard or web forms) 
into the SaR-DB and receives information from the SaR by means of the 
IEnterprise interface. The Enterprise component, which, like the Manager 
component, is not software, represents the enterprise behavior.

2. 3. Activity Diagrams

In Figure 3, the main activities of the proposed SaR are shown as UML activity 
diagrams, as outlined below. Figure 3(a) shows the UML activity diagram for 
the overall system. Figure 3(b) shows the UML activity diagram for the data 
reading from the enterprise DB, form reading, and KPI computation. Figure 3 
(c) shows the UML activity diagram for the manager. Although the manager is 
not a software component, he is obviously included in the learning and 
updating loop since his/her behavior is used by the SaR system.

2. 4. Business Data Gathering

Data that flow into the DB come either from other DB of the enterprise or 
from web forms. Such data are collected through the subsystems (macro- 
blocks) described below, which correspond to specific areas of the enterprise 
organization. The macro-blocks below, typically occurring in most enter-
prises, can be considered general components.

Figure 3. UML activity diagrams of the proposed SaR.
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● The Sales subsystem includes all promotional activities, oriented at con-
tacting potential customers, such as the preparation of the economic offers 
to be brought to the attention of potential customers. Likewise, it must be 
possible to acquire the offers that suppliers submit to the company. The 
Sales subsystem must therefore allow the management of customer and 
supplier data that will then be used also by the other modules.

● The Production subsystem records all the production activities carried out 
in the company and organized according to the projects or the depart-
ments where they are carried out. Data collected in the Production sub-
system hence allow control of the usage of company resources and enable 
delay tracking.

● The Administration subsystem registers the company tax accounting 
records.

● The Statistical subsystem provides company data analytics and forecasting.

3. Framework

In this section, we give some preliminary and background notions, and we 
show how to define KPIs through linear constraints.

3. 1. SaR System

A control system consists of a plant (controlled system) and a controller 
(controlling system). The controller reads the state of the plant and sends 
commands to meet given goals, in an endless loop.

In our case, the plant is the enterprise DB, and the state of the plant is given 
by the DB values (resources, projects, etc.).

Control actions typically define possible allocations of resources to projects 
and are usually decided by an expert manager, who takes into account what 
must be optimized (see, e.g. Mancini, Flener, and Pearson 2012 and references 
therein for planning approaches from relational database models).

Our goal is to design a controller that, after a training period, suggests the 
same control actions that an expert manager would choose.

In this context, the control system is called SaR system since it reads the 
state from the DB and writes the computed action back into the DB.

Formally, the plant can be modeled as a tuple P= (x, u, I, N), where x is 
a vector of state variables, u is a vector of input variables, I is the set of plant 
initial states, and N is a function computing the plant next state from the 
present plant state and input action. Then, the controller is a function K that 
selects the control action u on the basis of plant state information x. That is: 

uðtÞ ¼ Kðxðt � kÞ; xðt � kþ 1Þ; : : :; xðtÞÞ;

assuming that the controller has memory horizon k.
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Analogously to demand-response systems (see, e.g. Hayes et al. 2017; 
Mancini et al. 2015a, 2014b), our SaR execution consists in an endless repeti-
tion of three operations, shown in Figure 3:

1. Computation of SaR control action u;
2. Acquisition of the control action u0 actually chosen by the manager (u 

and u0 may be different);
3. Update of KPI weights on the basis of manager control actions.

3.2. System States and Actions

Here, we outline how we encode the system state and manager actions to ease 
our MILP formulation. Data are taken from the DB.

A system state is an assignment to a given set of variables over integer or real 
domains. For example, a system state variable may define the total number of 
available staff members of a given seniority level operating in the enterprise or 
assigned to a given project.

The actions undertaken by the manager are defined by variables over integer 
or real domains. For example, an action may define the hiring of a given 
number of new staff members with a given seniority level or the reallocation of 
a given number of staff members to a given project.

3.3. Linear Predicates

A linear expression LðXÞ is a linear combination of variables in X with rational 
coefficients. A linear constraint (just constraint in the following) over X is an 
expression of the form LðXÞ � b, where b is a rational constant. Linear 
predicates (just predicates in the following) are inductively defined as follows. 
A constraint CðXÞ is a predicate over X. If AðXÞ and BðXÞ are predicates, then 
ðAðXÞ ^ BðXÞÞ and ðAðXÞ _ BðXÞÞ are predicates over X. A conjunctive pre-
dicate is a conjunction of constraints. In such a setting, a MILP problem can be 
seen as a pair (JðXÞ, PðXÞ) where JðXÞ is a linear expression over decision 
variables X (objective function) and PðXÞ is a conjunctive predicate over X.

We assume any variable x 2 X belongs to a (real or discrete) domain Dx in 
the form [Lx, Ux]. This means that all decision variables are bounded. With 
such a hypothesis, it is possible to show that any predicate can be transformed 
into a conjunctive predicate (e.g. see Gottlob, Greco, and Mancini 2007; Mari 
et al. 2010; Mari et al. 2014).

For example, in our setting (bounded decision variables), if y is a fresh 
variable (i.e. it is not in X), AðXÞ, BðXÞ are linear expressions, and pðXÞ is 
a linear constraint, then expression 

y ¼ if pðXÞ then AðXÞ else BðXÞ;
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is a linear predicate, which can thus be transformed into a conjunctive 
predicate.

Using the if-then-else construct, many functions can be expressed as linear 
predicates.

For example, y ¼ jLðXÞj can be written as 

y ¼ if LðXÞ � 0 then � LðXÞ else LðXÞ:

Thus, the absolute value operator can be defined using conjunctive predicates.
In the following, unless otherwise stated, it is to be understood that all 

predicates can be transformed into conjunctive predicates. This will allow us 
to easily define learning rules through MILP problems.

3. 4. Key Performance Indicators

Consider the plant in. A KPI h associates to a state–action pair (x, u) a real 
number hðx; uÞ 2 ½0; 1�. That is, hðx; uÞ defines the value of action u in state x.

Note that hðx; uÞ denotes an array consisting of q KPIs, that is hðx; uÞ = 
½h1ðx; uÞ; � � � ; hqðx; uÞ�. If q � 2, the array hðx; uÞ induces a partial order (not 
a total order) on control actions.

Through his/her actions, an enterprise manager associates a total order to 
the partial order defined by the KPIs (similarly to Mancini et al. 2017; Mancini 
et al. 2016a; Mancini et al. 2016b). This is equivalent to associate weights 
expressing the relative importance of each KPI w.r.t. the others (as in, e.g. 
Mancini et al. 2018a).

As we aim at using MILP technology, we define KPIs as piecewise linear 
functions along the lines of, e.g. Mancini (2016). Note that it is always possible 
with any desired approximation. Hence, a KPI hiðx;uÞ, i ¼ 1; . . . q is defined 
through a conjunctive predicate (see Section 3.3): Hiðx; u; y; zÞ such that: 

9yi Hiðx;u;yi;ziÞ ¼ 1 iff ½hiðx;uÞ ¼zi�:

4. Computation

At system initialization, KPI weights are set to predefined values (namely: 
uniformly distributed values, along the lines of Mancini et al. 2014a). Then, the 
system enters the loop outlined in waiting for a manager request to propose 
a corrective action.

Upon such a request, the system computes and returns the optimal control 
action u using the known KPI weights, as outlined in. The manager either 
accepts the proposed action or chooses a different action.

In the latter case, the system revises the KPI weights accordingly, as outlined 
in, and starts a new iteration.
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Both computation tasks are performed by solving MILP problems.

4.1. Computing Optimal Actions

The SaR system chooses the next proposed actions so as to maximize 
a weighted combination of KPIs (as in, e.g. Mancini et al. 2015b; Tronci 
et al. 2014) using the current values for the weights. In particular, the objective 
function J to maximize is of the form: 

J ¼
Xq

i¼1
wihiðx; uÞ ¼ w � hðx; uÞ;

where w = [w1; . . . ;wq], with wi � 0 (i ¼ 1; . . . ; q) and 
Pq

i¼1 wi ¼ 1.
By representing KPIs as convex predicates as outlined in, our MILP pro-

blem is as follows: 

maximize
Xq

i¼1
wizi

subject to Hiðx;u; yi; ziÞi ¼ 1; . . . ; q:

The decision variables in the above MILP problem are u, y1; . . . ; yq, z1; . . . zq. 
In fact, note that values for state variables x are known (as they are retrieved 
from the DB), and values for KPI weights w are those available from the 
previous step.

An optimal solution to the above MILP problem also gives values for the 
optimal control actions u to be proposed to the manager. Note that such 
actions are optimal under current evidence, as they maximize the resulting 
value of the linear combination of KPIs with the known weights.

4.2. Revising KPI Weights

In case the control actions proposed by the SaR are rejected, the system revises 
KPI weights (w) on the basis of the control actions actually chosen by the 
manager.

At each iteration t of the system execution loop, let:
• xðtÞ be the values of the system state variables at iteration t;
• uðtÞ be the values of the optimal control actions computed by the system at 
iteration t;
• u0ðtÞ be the values of the actions actually chosen by the manager at 
iteration t, after having rejected uðtÞ;
• wðtÞ be the values of the KPI weights at iteration t;
• w0ðtÞ be the values of the KPI weights chosen by the manager at iteration t.
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Then, on the basis of such values, the system computes values for wðt þ 1Þ, 
i.e. new KPI weights to be used from iteration t þ 1.

Optimal values for wðt þ 1Þ are again computed using a MILP solver. In 
particular, a sliding window of length k is defined starting from iteration t, such 
that t � kþ 1 � 0. Values for wðt þ 1Þ, depend on xðτÞ, uðτÞ, u0ðτÞ, 
for τ 2 ½t � kþ 1; t� ¼ ft � kþ 1; . . . ; tg.

Also, wðt þ 1Þ must satisfy the following requirements:
• For each past iteration τ 2 ½t � kþ 1; t�, the actions actually chosen by 

the manager in τ (u0ðτÞ) should be preferable to those that the system 
suggested (uðτÞ). In other words, the new weights should be consistent with 
the knowledge accumulated by the system during the sliding window. 
Formally, for each τ 2 ½t � kþ 1; t� must be 

wðt þ 1ÞðhðxðτÞ;u
0

ðτÞÞ � hðxðτÞ; uðτÞÞÞ � δ;

where the value of δ must be small but not null (for example, δ � 0:001).
• Values for wðt þ 1Þ are not very different from those of wðtÞ. This 

constraint is needed to avoid oscillations of KPI weights which could prevent 
convergence. This means minimizing the quantity: 

WðtÞ ¼
Xt

τ¼t� kþ1
jjwðt þ 1Þ � wðτÞjj ¼

¼
Xt

τ¼t� kþ1

Xq

i¼1
jwiðt þ 1Þ � wiðτÞj:

Such requirements are defined in terms of linear constraints in the MILP 
problem, using additional parameters (e.g. for the latter constraint) which can 
be configured by the user. The solution of the MILP problem provides the new 
array for KPI weights wðt þ 1Þ, using the decision variables wðt þ 1Þ, δ and 
yτ;i, and WðtÞ is computed through the conjunctive predicate AbsVal. The 
above considerations lead to the following optimization problem. 

min δ þ
Pt

τ¼t� kþ1

Pq

i¼1
yτ;i ;

subject to: 

wðt þ 1ÞðhðxðτÞ; u0ðτÞÞ � hðxðτÞ; uðτÞÞÞ � δ � 0 τ 2 ½t � kþ 1; t�
δ � 0:001

AbsValðq; yτ;i;wiðt þ 1Þ;wiðτÞÞ τ 2 ½t � kþ 1; t�; i 2 ½1; q�
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5. Experimental Evaluation

This section presents an experimental evaluation of our SaR aiming at asses-
sing the efficacy of our approach.

5.1. Implementation

We have implemented our SaR using freely available relational DB connectiv-
ity libraries and the PostgreSQL relational DBMS. Our implementation relies 
on the well-known open-source GLPK MILP solver (GLPK 1989) to compute 
optimal control actions and to revise KPI weights when needed.

5.2. Case Study

We deployed our SaR for evaluation at a medium-sized multimedia enterprise, 
our partner in a national project which funded this research.

The enterprise runs multiple simultaneous multimedia projects (consisting 
of sequences of tasks) for its customer portfolio. The advancement of such 
projects is strictly monitored, and staff members of different seniority levels 
(and costs) are frequently reassigned to tasks lagging behind their schedule, in 
order to meet intermediate and final deadlines.

Data about active projects, tasks, available staff members, possible correc-
tive actions, etc., are stored in a relational DB. When comes to MILP encoding, 
data about projects, tasks, and staff members are used to assign values to the 
following variables. Depending on the MILP problem considered (the one in 
or the one in, some of such variables are decision variables, while the others act 
as constants.

5.3. System State
The system state is encoded by a set of variables taking values within proper 
integer ranges. Some variables have values constant throughout the system 
evolution.

A list follows (we show variable names only if used in the scenarios of the 
following sections): overall number of junior (Nj) and senior (Ns) staff mem-
bers (totaling Ntot = Nj þ Ns); number of junior (Nx

j ) and senior (Nx
s ) staff 

members currently working on task x; overall number of working days for 
junior (Tj) and senior (Ts) staff members; average number of working days for 
junior (Gj avg) and senior (Gs avg) staff; overall number of working days 
(Gtot); average number of working days for junior/senior staff for each custo-
mer; total number of working days for each customer; number of customers 
having at least a junior/senior staff member; total number of customers; 
average and per-project salary for junior and senior staff members; and total 
cost for each project.
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5.4. Control Actions
Possible control actions, again encoded as integer-valued variables, envision 
increase/reduction of the overall number of junior (aj) or senior (as) staff 
members (where negative values denote reductions) or of staff members 
having a given seniority level and assigned to a given task (ax

j and ax
s , respec-

tively, where x denotes a task) or customer; increase/reduction of the number 
of working days for junior (tj) and senior (ts) staff members.

5.5. Evaluation Goals and Methodology

In the following, we show the effectiveness of our system on some of the 
scenarios provided by the managers of the enterprise participating in our 
project.

Such scenarios consist of initial values for the system state variables as well 
as a strategy followed by the manager to choose optimal actions. Such 
a strategy has been conveniently transformed back into KPI weights 
w0ðtÞwhich are constant over time and unknown to the system.

Hence, the goal of our evaluation activity is to show how fast the KPI 
weights used and revised by the system converge to those actually defining 
the real strategy of the manager.

We note that, given the small size of the MILP problems generated in these 
realistic scenarios, computation times are always negligible and compatible 
with an interactive use of the platform. To this end, in the following, we do not 
comment on such computation times.

5.6. Evaluation Scenario with 2 KPIs

The first scenario defines only two KPIs, namely, juniority and seniority rates 
of staff members, computed, respectively, as: 

z0 ¼
Nj þ aj

Ntot
; z1 ¼

Ns þ as

Ntot
:

By selecting such KPIs, the SaR constraint problem encoder also adds the 
following additional constraints to the generated MILP: 

• Nj þ aj þ Ns þ as � Ntot,
• Nj þ aj � 0, and
• Ns þ as � 0. 

Our scenario envisions the following initial values for state variables: 
Nj ¼ Ns ¼ 50, Ntot ¼ 100, and a manager actual strategy for choosing control 
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actions defined by the following KPI weights: w0 ¼ ½0:1; 0:9� (which are 
unknown to the system).

Iteration 1 – The system starts its operations by setting: wð1Þ ¼ ½0:5; 0:5�
and proposes the following control action (u): aj ¼ þ50, as ¼ � 50.

This action implies the following new values for the KPIs: z0 ¼ 1:0, z1 ¼ 0:0.
Conversely, from w0, we can compute the action (u0) that the manager 

would have actually chosen, i.e. aj ¼ � 50, as ¼ þ50 (which would have led 
to the following KPI values: z0 ¼ 0:0, z1 ¼ 1:0).

Since the action chosen by the manager is different from that computed by 
the system, KPI weights must be revised. After solving the MILP in, the new 
values for KPI weights are wð2Þ ¼ ½0:4995; 0:5005�.

Iteration 2 – After having updated the state according to the manager 
chosen action, the new state is Nj ¼ 0, Ns ¼ 100, Ntot ¼ 100.

The system, by solving the MILP of, proposes the following control action 
uð2Þ: aj ¼ 0, as ¼ 0 (i.e. do nothing), which is equal to the optimal action that 
is computed from w0.

Hence, in just two iterations, the revised KPI weights allow the system to 
converge to the action decided by the manager. This is summarized in Table 1.

5.7. Evaluation Scenario with 4 KPIs

The next test has been executed adding two KPIs to the KPIs z0 and z1 already 
considered in the previous case (for two KPIs): junior and senior working days 
per customer, computed, respectively, as: 

z2 ¼
Gj avg � ðNj þ ajÞ

Gtot
; z3 ¼

Gs avg � ðNs þ asÞ

Gtot
:

As for the previous case, the considered additional constraints are: 

• Nj þ aj þ Ns þ as � Ntot,
• Nj þ aj � 0, and
• Ns þ as � 0. 

Our scenario envisions the following initial values for state variables: 
Nj ¼ Ns ¼ 50, Ntot ¼ 100, and a manager actual strategy for choosing control 
actions defined by the following KPI weights unknown to the sys-
tem: w0 ¼ ½0:1; 0:7; 0:1; 0:1�.

The system starts (Iteration 1) its operations by setting: wð1Þ ¼ ½0:25; 0:25;
0:25; 0:25� and proposes the following control action (u): aj ¼ � 35, as ¼ � 28.

This action implies the following new values for the KPIs: z0 ¼ 0:15, 
z1 ¼ 0:22, z2 ¼ 1:0, z3 ¼ 1:0.
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In this case, as the action u0 that the manager would have actually chosen 
using the real weights w0 is the same, the manager follows the system's 
proposed action; hence, we do not compute new weights. In other words, if 
the manager actions and the system computed actions are the same, the 
algorithm stops, even if the weights are not the same. This is because we can 
check not only equality between weights but also equality between actions. 
Indeed, running the updating algorithm again would not produce any update 
on the computed weights since manager and computed actions are the same.

This is summarized in Table 2.
We observed that also changing the manager weights, the action decided by 

the manager and the action computed by the system are the same and remain 
unchanged.

We obtained different actions (manager and system) only using the follow-
ing manager weights: w0 ¼ ½1:0; 0:0; 0:0; 0:0�, that is adopting only one weight 
equal to 1 and setting all other weights to 0. This way, we obtained the 
following results (remaining values are unchanged): 

• Action computed by the system: aj ¼ � 35, as ¼ � 28;
• KPIs computed by the system: z0 ¼ 0:15, z1 ¼ 0:22, z2 ¼ 1:0, z3 ¼ 1:0;
• Action decided by the manager: aj ¼ � 35, as ¼ � 50;
• KPIs computed by the manager: z0 ¼ 0:15, z1 ¼ 0:0, z2 ¼ 1:0, z3 ¼ 0:0. 

In this case, the computation of new weights is not necessary. In fact, we can 
notice that the action decided by the manager causes the generation of KPI 
values lower than those obtained using the actions computed by the SaR 
system. That is, the manager solution is Pareto dominated by the SaR system 
solution. Namely, the array of manager KPIs is component-wise less than or 
equal to the array of KPIs computed using the SaR system actions. As a result, 
the MILP that updates KPI weights is infeasible and thus new weights are not 
computed, and the algorithm stops. This is summarized in Table 3.

Table 1. Scenario with two KPIs.
- Hidden manager weights w0 [0.1,0.9]

1 State Nj ¼ Ns ¼ 50, Ntot ¼ 100
Manager actions u0(1) aj ¼ � 50, as ¼ þ50
Manager KPI0 z0 ¼ 0:0, z1 ¼ 1:0
Computed weights w(1) [0.5, 0.5]
Computed actions u(1) aj ¼ þ50, as ¼ � 50
Computed KPI z0 ¼ 1:0, z1 ¼ 0:0

2 State Nj ¼ 0, Ns ¼ 100, Ntot ¼ 100
Manager actions u0(2) aj ¼ 0, as ¼ 0
Manager KPI0 z0 ¼ 0:0, z1 ¼ 1:0
Computed weights w(2) [0.4995, 0.5005]
Computed actions u(2) aj ¼ 0, as ¼ 0
Computed KPI z0 ¼ 0:0, z1 ¼ 1:0
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5.8. Evaluation Scenario with 29 KPIs

A more extensive test was done by storing a set of 29 KPIs in the database, 
including the 4 KPIs considered for the evaluation scenario in. This set 
includes all the KPIs described in. Consequently, all the additional con-
straints that are obtained when using this set of KPIs are considered.

For this evaluation scenario, we considered two tasks x1 and x2, giving eight 
state variables (Nj, Ns, Nx1

j , Nx2
j , Nx1

s , Nx2
s , Tj, and Ts) and eight action variables 

(aj, as, ax1
j , ax2

j , ax1
s , ax2

s , tj, and ts).
The execution of the algorithm is summarized in Table 4, where the weights 

adopted by the manager are listed in the first row, and the initial state values, 
the computed system weights, the manager actions, and the manager KPI0s, as 
well as the computed actions and the computed KPIs, are shown.

Table 2. Scenario with four KPIs, where the system obtains the same actions 
decided by the manager.

- Hidden manager weights w0 [0.1,0.7, 0.1, 0.1]

1 State Nj ¼ Ns ¼ 50, Ntot ¼ 100
Manager actions u0(1) aj ¼ � 35, as ¼ � 28
Manager KPI0 z0 ¼ 0:15, z1 ¼ 0:22, z2 ¼ 1:0, z2 ¼ 1:0
Computed weights w(1) [0.25, 0.25, 0.25, 0.25]
Computed actions u(1) Same as manager
Computed KPI Same as manager

Table 3. Scenario with four KPIs, where the manager solution is Pareto 
dominated by the SaR system solution.

- Hidden w0 [1.0, 0.0, 0.0, 0.0]

1 State Nj ¼ Ns ¼ 50, Ntot ¼ 100
Manager actions u0(1) aj ¼ � 35, as ¼ � 50
Manager KPI0 z0 ¼ 0:15, z1 ¼ 0:0, z2 ¼ 1:0, z3 ¼ 0:0
Computed weights w(1) [0.25, 0.25, 0.25, 0.25]
Computed actions u(1) aj ¼ � 35, as ¼ � 28
Computed KPI z0 ¼ 0:15, z1 ¼ 0:22, z12 ¼ 1:0, z3 ¼ 1:0

Table 4. Scenario with 29 KPIs.

-
Hidden manager 

weights w0
[0.1, 0.2, 0.03, 0.03, 0.03, 0.03, 0.03, 0.03, 0.03, 0.03, 0.03, 0.03, 0.03, 0.03, 0.03, 0.03, 

0.03, 0.03, 0.03, 0.03, 0.03, 0.03, 0.03, 0.03, 0.01, 0.01, 0.01, 0.005, 0.005]

1 State Nj ¼ 50, Ns ¼ 50, Nx1
j ¼ 20, Nx2

j ¼ 30, Nx1
s ¼ 10, Nx2

s ¼ 10, Tj ¼ 22, Ts ¼ 15

Manager actions u0(1) aj ¼ � 50, as ¼ � 50, ax1
j ¼ � 20, ax2

j ¼ � 30, ax1
s ¼ � 10, ax2

s ¼ � 10, tj ¼ 22, ts ¼ 22

Manager KPI0 z0 ¼ 0, z1 ¼ 0, z2 ¼ 0, z3 ¼ 0, z4 ¼ 0, z5 ¼ 0, z6 ¼ 0, z7 ¼ 0, z8 ¼ 1, z9 ¼ 0:5, 
z10 ¼ 0, z11 ¼ 0, z12 ¼ 0, z13 ¼ 0, z14 ¼ 0, z15 ¼ 0:76, z16 ¼ 0:78, z17 ¼ 0, z18 ¼ 0, 
z19 ¼ 0, z20 ¼ 0, z21 ¼ 1, z22 ¼ 1, z23 ¼ 0:22, z24 ¼ 0:44, z25 ¼ 0:11, z26 ¼ 0:07, 
z27 ¼ 0, z28 ¼ 0

Computed weights 
w(1)

1
NKPI
¼ 1

29 ¼ 0:034

Computed actions u(1) Same as manager

Computed KPI Same as manager
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Also, in this case, the system converges to the action decided by the manager 
during the first iteration.

The observations made in the case of four KPIs are valid even when many 
more KPIs are taken into account, as in this case. That is, when the manager 
actions and the system computed actions are the same, the algorithm stops 
even if the weights are not the same.

6. Conclusions

One of the main obstacles to overcome in order to deploy advanced SaR 
systems to support BI systems is the computation of the relative weights of 
the KPIs defining SaR goals.

In such a context, we provided the following contributions. First, methods 
to define KPIs using linear constraints. Second, methods to compute reaction 
rules using a MILP solver. Third, methods to compute KPI weights from 
previous managing decisions using a MILP solver. Finally, we implemented 
our algorithms and presented experimental results showing the effectiveness 
of our proposed approach.
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