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ABSTRACT 
 

This study examined the determinants of exchange rate volatility basing evidence on 7 African 
countries; Niger, Sudan, Cameron, Equatorial Guinea, Tunisia, Congo, and Cote D’Ivoire from 1990-
2023. The study conducted the Autoregressive Distributive Lag (ARDL) bounds testing for co-
integration and also estimated the error correction model. Furthermore, ARCH and GARCH models 
were analyzed to measure the volatility of a time series by fitting an autoregressive model to the 
squared residuals of the time series. The ARCH and GARCH results suggest the volatility of the 
exchange rate markets in the aforementioned countries is not random. The speed of adjustment of 
the volatility in the exchange rate of the Sudanese economy is 39%, in Niger Republic it is 50%, in 
Cameroon it is 52%, in Tunisia it is 55%, in Congo the speed is 32%, in Equatorial Guinea, the 
speed of adjustment is 58% and in Côte D’Ivoire the speed is 45%, respectively. The study found 
that the determinants of exchange rate volatility among African countries vary depending on the 
specific country. The observed volatility in the Sudanese exchange rate was anchored by the 
significant positive influence of inflation and income differentials as well as the significant negative 
influence of interest rate differential. In Niger Republic, exchange rate volatility was driven by the 
significant positive influence of productivity growth and money supply as well as the significant 
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variation in oil prices and interest rate differentials. The observed short-run volatility in Cameroon's 
exchange rate was significantly and positively influenced by inflation differential and money supply 
variation whereas it was significantly but negatively propelled by interest rate differential and oil price 
shock. In Tunisia, exchange rate volatility was stimulated by the significant positive influence of 
inflation differential, productivity growth, oil price shock, and the significant negative role played by 
trade balance. The observed short-run volatility in the Congolese exchange rate was induced by the 
significant positive impact of inflation differential, income differential, trade balance, variation in 
money supply, and the significant negative impact of interest rate differential. In Equatorial Guinea, 
the observed exchange rate volatility was determined based on the significant and positive impact of 
differential in the inflation rate, oil price shock, changes in the money stock, and the foreign balance 
of trade. The observed volatility in the Côte D’Ivoire exchange rate was significantly and positively 
driven by the differentials in inflation rate, interest rate, and income level, the foreign trade balance 
but significantly stimulated by the negative influence of oil price shock. The general policy advice is 
that governments of all the countries covered by the study should implement exchange rate controls 
to limit the volatility of their currency fluctuation by imposing a limit on the amount of foreign currency 
that can be traded in the country. African governments should monitor the inflation differential 
between their own country and their trading partners to see if it is becoming too large. If it is, the 
government might raise interest rates to make its currency more attractive to investors. 

 

 
Keywords:  Exchange rate volatility; inflation differential; interest rate differentials; money supply 

differentials; income differential. 
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1. INTRODUCTION  
 
Exchange rate volatility refers to the fluctuation 
or erratic movements in the currency exchange 
value. It can be viewed as the risk associated 
with unpredictable/unexpectd movements in the 
exchange that makes international trade and 
investment decision more difficult given the 
possibility of losing returns [1,2].  In other words, 
volatility in the exchange rate refers to the 
tendency for foreign currency to appreciate or 
depreciate, thus, affecting the profitability of 
foreign exchange trade. Exchange rate could be 
pegged (fixed) or flexible (floating). Fixed 
exchange rates are not supposed to change by 
definition but they are quite frequently revalued 
or devalued by the monetary authorities of the 
country involved meaning that they can and do 
indeed change. A floating exchange rate may or 
may not be volatile depending on how much it 
changes over time. In effect, the floating 
exchange rate depends on the local demand for 
foreign currencies and their local supply, the 
country’s trade balance, the strength of its 
economy, and other factors [3]. Nevertheless, 
since the floating rate is free to change it is so 
expected to be more volatile. For many years, 
the floating exchange rate has been the regime 
used by the world’s major currencies; that is, the 
US dollar (USD), the EURO, the Japanese YEN, 
and the UK pound sterling [4,5]. In a floating 
system, rates of exchange are largely 

determined by the dynamics of supply and 
demand for foreign exchange. It is the common 
exchange system because it contributes to 
macroeconomics stability by cushioning 
economies shocks and allowing monetary policy 
to be focused on With the disintegration of the 
Bretton Wood system in the early 1970s and the 
development of the floating exchange rate 
system has impacted the stability of the 
exchange rates and increase the rate of volatility, 
especially for developing countries. Presently the 
majority of economies in the world are making 
use of the floating exchange rate, therefore 
making exchange rate volatility inevitable in 
today’s society. Changes in economic factors 
influence the volatility rate by causing 
unexpected changes in the exchange rate level. 
Excessive exchange rate volatility leads to 
delays in investment decisions, causing 
uncertainty in the economy. The uncertainty that 
is caused by volatility also negatively affects 
economic growth by affecting investment and 
investor confidence, productivity, consumption, 
and international trade and capital flows [6,7].  
 
African countries are developing economies the 
majority of which are blessed with natural mineral 
resources and fertile lands, exchange rate 
volatility could affect their economies drastically 
as their economies mainly depend on the 
exportation of raw materials or resources and 
importation of the finished product. For example, 
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the economy of the Democratic Republic of 
Congo (DRC), an open economy, is dependent 
on international trade with the mining sector 
being the centrepiece of the economy in terms of 
foreign exchange reserves.  In 2008, during the 
international financial crisis, the Congolese Franc 
lost 41.2% of its value against the US dollar 
between 2018 and 2019. In Sudan after 1970, 
when the country ended the era of her currency 
being pegged against the US dollar at a fixed 
rate of 1 SDG to 2.85 US dollar and shifted to a 
floating exchange rate system the economy 
experienced continuous exchange rate 
devaluation and government intervention. During 
2000-2006, the exchange rate was 2.6 SDG for 
the dollar; this was because of the currency 
inflow associated with Sudan's petroleum 
exports. Then throughout 2006-2017, the 
exchange rate kept on depreciating at an 
accelerating rate, from 2.6 to 6.9 US dollars [8]. 
In Africa and as well as the rest of the world; the 
foreign exchange market has a variety of players 
or people involved in the market, from the 
individual trader, all the way to major banks, and 
central banks, with a network of large companies 
or multinational companies; what is the fate of 
demand and supply of the market along with the 
economic variables that influence the movement 
or fluctuation of the market and are therefore 
exposed to the risk in the exchange market 
caused by the fluctuations. Hence it provides 
knowledge on what influence the movement or 
fluctuation in the exchange rate market in African 
countries and also provides a way for the player 
or participants in the market to reduce the risk 
they face in the market. Therefore the purpose of 
this study is to identify or investigate the factors 
that influence exchange rate volatility using data 
from many African nations.  
 
African countries like any other country of the 
continents in the world experience volatility in 
their exchange rate, but the majority of the 
countries in Africa are developing economies, 
and a large part of their economic operations 
depends on the exportation of raw materials and 
the importation of the finished and this leave their 
economies to feel the huge impact of the 
movement or fluctuation in the market of the 
exchange rate. The rate of exchange of an 
economy operating on the floating system is 
influenced by market forces, demand, and 
supply; these forces are influenced by some 
economic variables or factors which determine 
the movement of the exchange rate and how 
volatile the exchange rate will become [9]. The 
economic factors or variables include inflation 

differentials, productivity growth, balance of 
trade, interest rate differentials, income 
differential, public debt, current account deficit, 
terms of trade, money supply differentials,              
and so on.   
 
When firms, brokers, and investors want to trade 
with another country, they make use of the 
domestic currency of that economy or use the 
world’s reserve currency, the US dollar [10]. The 
exchange rate market is known for its volatility, 
therefore making it risky for investors, brokers, 
and firms. The volatility of exchange rate has 
implications for the volume of international trade 
and the balance of payment. The participants or 
traders involves in this market such as; the large 
commercial companies, which includes 
corporations, foreign exchange brokers, etc. 
mostly take part in the market to do business, 
and usually trade currencies as speculative 
transactions. Also, some individual traders are 
involved in the market with the aim of making 
profits from the price fluctuations in the market by 
studying the price movements in order to make 
profits. Then we have the largest banks in the 
world, such as; JPMorgan, Bank of America, 
Barclays, and the central banks who are 
responsible for a large part of the trading volume 
of foreign exchange transactions by undertaking 
huge amounts of transactions each day for both 
their customers and themselves. The central 
banks also play a part in the foreign exchange 
market to influence the exchange rate of their 
currency and have an impact on the movement 
or the fluctuation of their currency exchange 
rates. In line with the foregoing, this study 
provides an answer to the following research 
question: what are the factors responsible for the 
volatility in exchange rates of seven African 
countries; Niger, Sudan, Cameron, Equatorial 
Guinea, Tunisia, Congo, and Cote d’ Ivoire. The 
overall objective of this study is to evaluate the 
determinants of exchange rate volatility in the 
aforementioned African countries.  
 
The significance of this study is that it offers 
great assistance to improving economies, large 
corporations, and all those involved in the foreign 
exchange market. With a better understanding of 
what variables influences the movement or 
fluctuation in the exchange rate, that is, the 
determinants of volatility, the central bank of 
nations can better influence the exchange rates 
of their currencies by using policies to establish a 
form of control on this economic variables to 
obtain desirable outcomes and for the 
improvement of her nation economy. Large 
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Corporation are involved in foreign exchange due 
to the importation of one or two raw materials or 
resources that is available in their host nation, or 
the foreign nation has a resource of better quality 
than their host nation. Most corporations aim to 
maximize their profit and reduce their cost of 
production. For those corporations involved in 
the importation, the study offers them knowledge 
on what determines the volatility in the exchange 
rate market, thereby enabling the corporation to 
have a guide on studying the trend or movement, 
also enabling the corporation to either buy using 
the spot rate or forward rate, depending on which 
price favors the corporation.  
 
In sum, by identifying the key determinants, this 
study aims to contribute to the understanding of 
exchange rate dynamics in these countries and 
provide insights into their economic policies. The 
dataset covers more than five decades collected 
from secondary sources. The findings of the 
study can improve the performance of                      
individual traders in the market; by understanding 
what influences the fluctuation in foreign 
exchange rates they can study the market trends 
more efficiently, thereby increasing their profits. 
This study will also be of significance to 
academic scholars, researchers, and individuals 
who are curious and desire knowledge about the 
exchange rate, its volatility, and what                     
economic variables influence the fluctuations in 
the market that is the determinant of exchange 
rate volatility. This research work is divided into 5 
sections. Section one deals with the study’s 
introduction and gives a background to the study. 
Section 2 reviews related and relevant literature. 
Section 3 gives the research methodology while 
section 4 gives the study’s analysis and 
interpretation of findings. The study concludes 
with section 5 which deals with the                     
summary of findings, conclusion, and 
recommendations. 

 

2. THEORETICAL AND EMPIRICAL 
LITERATURE REVIEW 

 

2.1 Theoretical Review of Literature 
 
The theoretical literature review contains a 
review of theories relating to the determination of 
exchange rates. The theory includes; the mint 
parity theory, purchasing power parity theory, the 
balance of payment theory, the monetary 
approach to foreign exchange, and the portfolio 
balance approach. The mint parity theory was in 
use for those countries with the same metallic 
standard, that is, gold or silver. This theory 

explained the determination of the exchange rate 
between two countries that uses the gold 
standard [11,12]. In a country that uses the gold 
standard, her currency is either made of gold or 
its value is expressed in terms of gold. The 
exchange rate under the gold standard is equal 
to the value of the gold of one currency in 
comparison to that of another currency, this rate 
of exchange is also called the mint rate.  
According to the mint parity theory, the mint rate 
is the equilibrium exchange rate value. Given 
that in reality, the market forces of demand and 
supply experience changes which may result in 
making the mint parity in the long run differ from 
the rate of exchange, the variation in the 
exchange rate is established within the well-
defined limits, called the gold points. The gold 
points means the limits within which the market 
exchange rate between two countries using the 
gold standard fluctuates from the equilibrium 
level, gold points are determined by the cost of 
shipping gold from one country to another, such 
cost may include the cost of handling and 
packing, insurance charges and other expenses 
incurred in connection with the transportation of 
the gold. The gold point consists of two points, 
the upper gold point which indicates upper limits, 
and the lower gold which indicates the lower 
limit. The upper gold point is obtained by the 
addition of the cost of shipping gold to the mint 
parity exchange rate and it also refers to the 
critical exchange rate above which gold will be 
exported, while the lower gold point is 
determined by the subtraction of the cost of 
shipping from the mint exchange rate and it also 
shows the critical exchange rate below which 
gold will be imported. Under the gold standard 
therefore, the rate of exchange between two 
currencies cannot be above the upper gold point, 
and below the lower gold point, it will remain 
within their two limits. This theory states that 
under the gold standard, the exchange rates tend 
to be close to the gold value of the country, that 
is, the exchange rate between two countries that 
make use of the gold standard is determined by 
the value of gold in the countries. When the 
currencies of the two different countries are 
valued or measured in gold, the exchange rate 
between the countries with the gold standard is 
automatically determined on a weight-to-weight 
basis of the gold value of their cur  crency, after 
taking into consideration the purity of the gold of 
these currencies. 
 
Next is the theory of purchasing power parity as 
recently explained by Schreyer & Koechlin [13]. 
The PPP states that the equality of the 
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purchasing power of two inconvertible currencies 
determines the equilibrium of the exchange rate, 
which simply means that the exchange is 
determined by the internal price levels in the two 
countries. When the domestic currency is being 
exchanged for foreign currency, it is actually the 
domestic purchasing power that is being 
exchanged for the foreign purchasing power. The 
theory is divided into two versions, which are; the 
absolute version of the theory which states that 
the rate of exchange should normally show the 
relation that exists between the internal 
purchasing power of different country’s currency 
units. It upholds that the exchange rate equals 
the ratio of the amount of money required to buy 
a particular group of goods at home as compared 
with what is would buy in a foreign country. The 
relative version of purchasing power parity theory 
explains the variation in the equilibrium rate of 
exchange between two currencies depends upon 
the changes in the ratio of the internal 
purchasing power of the concerned currencies. 
In the words of Cassel “when two currencies 
have been inflated, the new normal rate of 
exchange will be equal to the old rate multiplied 
by the quotient between the degree of inflation of 
both countries [14]. 
` 
Balance of payment theory of exchange rate 
state that exchange rate of a country to another 
country is determined by factors that are 
independent of the internal price level and money 
supply. The theory according to Dornbusch [15] 
contends that the balance of payment affects 
both the supply and demand for foreign currency. 
The demand for foreign goods and services 
drives up the supply of foreign exchange, 
whereas the supply of goods and services from 
the home country to the foreign country drives up 
the demand for foreign exchange. Therefore, too 
much demand for foreign currency over available 
currency is what is meant by balance of 
payments deficits. The foreign country’s currency 
appreciates as a result of the excessive demand, 
and this causes devaluation in the value of the 
home currency’s exchange rate against the 
foreign country’s currency. The monetary 
approach to exchange rates states that the 
exchange rates are set by balancing the total 
supply and the total demand for each of the 
country’s currencies [16,17]. With the monetary 
approach, it is assumed that interest rates in two 
countries are identical and that the increase in 
money supply in one country decreases the 
interest rate and its impact on the exchange rate 
is reflected through the change in real income. 
Hence, the exchange rate adjusts to clear the 

money market in each country without flow or 
changes in reserves. According to   Branson & 
Halttunen [18], the portfolio balance theory states 
that the rate of exchange is established by 
balancing the supply and demand of financial 
assets, of which money is only one kind of asset. 
 

2.2 Review of Relevant Empirical 
Research  

 
This section reviews the most recent studies 
done on exchange rate volatility, the methods 
utilized in those studies, and the findings therein. 
Nawal & Abdalla [19] empirically studies the 
determinants of the exchange rate in Sudan and 
assess their impact on her volatility. In their study 
they use the ARDL model to study the 
relationship between the dependent and 
independent variables and also employed the 
Wald test, the Heteroskedasticity consistence 
covariance (White) test, HAC consistent 
covariance (Newey-west) test, and inferential 
statistics, to specify the determinant factors of 
the exchange rate. The VEC mechanism was 
used to ascertain the variables that are 
responsible for the long-run fluctuations and the 
Wald test was applied to ascertain the short-run 
and determine the speed of adjustment on the 
dependent variables. The statistical analysis of 
their study demonstrates that the determinants of 
the exchange rate in Sudan are; inflation, the 
balance of trade, gold purchases, money supply, 
and foreign reserves. Their result also shows that 
the independent variables account for about 80% 
of the variation. Their study, it is shown that the 
impact of the fluctuation of the independent 
variables on exchange rate, they applied a long-
run elasticity test, which shows the determinant 
factors that impact the fluctuation experience in 
the exchange rate in different degrees. The 
variable that causes short-run volatility was gold 
purchase and money supply, although the 
influence of money on short volatility is a result of 
its impact on inflation volatility, which results in 
fluctuation in the exchange rate. 
 
Ibrahim & Sumaya [20] studied the impact of 
monetary policy instruments on the real rate of 
exchange volatility in Sudan for the period of 
1997-2017. Their study uses co-integration 
analysis to look at how monetary policy 
influences real exchange in the short-run. After 
determining the short-run co-integrating 
relationship between the set of integrated 
variables, the stationary of the variable at the 
initial differences is established and the VECM is 
estimated to explain the existence of long-run 
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relationships. Their study findings indicated that 
Sudan's actual exchange rate has been unstable 
within the period in their study. Short-term real 
exchange rate volatility is explained by changes 
in the money supply and profit margin rate 
variables through a self-correcting mechanism 
process that involves frequent interventions from 
the central bank of Sudan. Additionally, the 
VECM test results show that a decrease in the 
money supply has a negative impact on real 
exchange rate volatility, meaning that a change 
in the value of the money supply variable causes 
exchange rate volatility. While a rise in the profit 
margin rate has a positive impact on real 
exchange rate volatility in Sudan, suggesting that 
the model may self-adjust. 
 
Sylvia et al, [21] empirically examined exchange 
rate determinants in sub-Saharan African 
nations, like Ghana, Nigeria, Gambia, Liberia, 
and Sierra Leone, the scope of the study was 
from 1981-2019. Their study made use of 
descriptive statistics and Panel Least Square 
(PLS) estimation technique. Their study revealed 
that inflation rate, interest rate, current account 
balance, and terms of trade reduce or depreciate 
exchange rate in sub-Saharan nations, with 
results showing that exchange rate inflation rate, 
interest rate, current account balance terms of 
trade all having a negative relationship with the 
exchange rate and all having a significant impact 
of 5 percent on exchange rate except interest 
rate which has an insignificant impact of 5 
percent on exchange.  By their finding, they 
recommend that government should encourage 
diversification of export, and also stable 
management of exchange rate policy that avoids 
overvaluation or devaluation of their domestic 
currencies with an increase in their level of 
competitiveness in the international market with 
tradable goods. They also stated that inflation 
and interest rate should be reduced by the 
government to a minimum level to increase the 
money supply rate in sub-Saharan African 
nations. 
 
In a study of the long-run determination of 
exchange rates in sub-Saharan Africa that draws 
evidence from Ghana, South Africa, Nigeria, and 
Kenya, Ezirim, et al, [22] analyzed the long-run 
relationship between exchange rates sand its 
determinants from some selected African 
countries; Ghana, South Africa, Nigeria and 
Kenya. The scope of the study was from 1985-
2013. The study made use of inflation rate, the 
balance of payment, foreign direct investment, 
net export, and external reserve as the 

independent variable, therefore the determinant 
of exchange rates and the dependent variable 
was the exchange rate, the study applied a five-
variable model. The study’s findings show that 
there is a considerable long-run equilibrium link 
between the two exchanges and the stated 
independent variable, with Kenya being the sole 
exception. The error correction model showed 
that all the nations can go from the short run to 
the long run equilibrium quickly and accurately.  
 
The study of the determinants of exchange rate 
volatility in South Africa by Mpofu [23] focused on 
the factors that influence exchange rate volatility 
in South Africa between 1981 and 2013. He 
applied a new open economy macroeconomic 
model by Obstfeld & Rogoff [24] and Han [25]. 
He employed monthly time series data, and the 
GARCH model was used to estimate the data. 
The main focus of his study was to ascertain if 
economy openness decreases Rand (ZAR) 
volatility. The study discovered that switching to 
a floating exchange rate regime had a positive 
influence on ZAR volatility and it indicated that 
trade openness significantly reduces the ZAR 
volatility only when bilateral exchanges were 
used but the opposite was the case when 
multilateral exchange rates were used. Their 
study results stated that real gold volatility 
increases the volatility of the exchange rate in 
South Africa. Also, that change in the foreign 
reserves reduces the rate of exchange rate 
volatility. It also discovered that volatility in 
money supply had a negative impact on the 
exchange rate which suggested that a rise in 
interest rate will result in a rise in exchange rate 
volatility.  The study also indicated that the rate 
of changes in output increases the volatility in the 
exchange rate when a bilateral exchange is 
applied, but the opposite result is experienced 
when the real exchange rate is applied. In 
addition, the study shows that real factors, that 
is, commodity prices, output volatility, and 
openness) has a greater influence on exchange 
volatility, compared to monetary factors.  
 
In a study of the determinants of real exchange 
rate volatility in Nigeria by Ajao [26], the causes 
of actual (real) exchange rate volatility in Nigeria 
were empirically analyzed. The study covered 
the period from 1981 to 2008. The GARCH (1.1) 
technique was used to calculate the volatility of 
the exchange rate. In order to investigate the 
causes of rate volatility of the Nigeria currency, 
the error correction was used. The co-integration 
analysis’s revealed a long-term equilibrium 
relationship between real exchange rate volatility 
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and several other variables, including 
productivity, trade openness, government 
spending, real interest rate, and money supply. 
Their empirical analysis revealed that economy 
openness, the expenditure of government, the 
movement of interest rate, and lagged rate of 
exchange are among the major significant 
variables that impact real exchange volatility 
during the period used for the study. He 
recommended that the apex monetary authority 
should implement policies that will minimize the 
extent of exchange rate volatility and the 
government should apply control of feasible 
macroeconomic variables that have a direct 
influence on exchange rate volatility. Another 
research on the determinants of the exchange 
rate, its volatility, and currency crash risk in 
Africa’s low and lower-middle-income countries 
(LLMICs) by Anejo et al. [27] investigates the 
determinants of the nominal exchange rate, their 
volatility, and crash risk in Africa’s lower and 
LLMICs. The study makes use of macro-panel 
estimation for 15 African LLMICs that use floating 
or lightly managed exchange rates combined 
with insights from 13 semi-structured interviews 
with 17 foreign exchange market participants in 
six case study countries, the countries include; 
Ghana, Kenya, Malawi, and Uganda, Zambia, 
Sierra Leone and the city of London. Their 
analysis shows the importance of the distinct 
productive and the structure of export, focused 
on a few agricultural and mineral-based 
products, with recent financial integration for the 
determination of the exchange rate of African 
LLMICs.  Their study also discovered that 
productive factors such terms of trade, export 
concentration, and export prices have a 
significant impact on exchange rate and volatility, 
while financial factors are important for the 
likelihood of currencies experiencing sudden and 
large exchange rate movement; that is exchange 
rate volatility and the financial factor included, 
interest rate differential, international market 
conditions, and short-term financial flows.  
 
Bleaney et al,[28] examined the real exchange 
rate volatility for 90 countries using monthly data 
for the period from January 1990 to June 2006. 
Their study shows that volatility was higher in 
poorer countries and larger countries. They also 
found that volatility has a positive relationship 
with the inflation rate because it increases 
significantly with the inflation rate. After adjusting 
for the variables in their study, they found out 
that independent floats exhibit considerably 
higher volatility, which implies that currency 
intervention is effective. Beyond this, the only 

notable regime effect is the unusually low 
volatility of the crawling pegs and bands. Their 
results also suggest that, when inflation is 
significant, the managed float exhibit similar real 
exchange stability to pegs, but without regular 
devaluations. In a study of the determinants of 
exchange rate instability in a developing 
economy, Abdul and Mohammad [29] reported 
that volatility in the exchange rate of China, 
Malaysia, and Bangladesh was adversely and 
significantly instigated by changes in foreign-
reserve while the volatility in the exchange rate of 
the India Rupee was negatively impacted by the 
variation in public spending. Nevertheless, in 
China, Malaysia, Pakistan, Indonesia, and 
Bangladesh, volatility in the exchange rate was 
significantly and positively impacted by changes 
in public expenditure. Instability in the terms-of-
trade led to a significant decline in the exchange 
rate volatility of Pakistan and Bangladesh but 
increases same China, Malaysia, Pakistan, 
Indonesia, and India. On its part, instability in 
changes in gold-price contributed positively and 
significantly to volatility in the exchange rate of 
Indonesia, Bangladesh, and Malaysia while the 
volatility in the exchange rate of Pakistan and 
Indonesia were to a great deal reduce by in 
industrial production. The high level of changes 
in industrial production stimulated the volatility in 
the exchange rate of the currencies of Malaysia, 
India and China. 
 
Shevchuk and Kopych [30] relied on GMM 
estimation to report that the volatility in exchange 
rate was instigated by inflation, crisis, as well as 
economic freedom from the Heritage Foundation, 
besides inflation and crisis developments. 
According to Mpofu (2020), volatility in the 
foreign exchange rate of the South African Rand 
was instigated significantly by the variation in 
commodity prices, aggregate national output, 
money supply, exchange rate regime, and 
government consumption. In view of excessive 
devaluation of the naira exchange rate to the 
USD, taken together with fluctuation in 
macroeconomic variables, Bello et al [31] 
estimated the non-linear GARCH models and 
established that volatility of the naira/dollar 
exchange rate was significantly and positively 
determined by industrial output, foreign trade 
balance, and inflation. The authors also                    
found naira/dollar exchange rate volatility 
persistence and hence advised the                  
government to consistently adjust exchange rate 
in line with the behavior of macroeconomic 
variables to regulated inflation rate in the 
economy.  
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Zerrin [32] in his work “on the correlation 
between exchange rate volatility and foreign 
direct investment in Turkey using Toda and 
Yamamoto Causality Analysis observed that 
many countries have embraced the floating 
exchange rate system with the end of the Bretton 
Woods system. The rate of exchange volatility 
raises uncertainty for investors as their expected 
benefit of FDI is affected. Nonetheless, the flow 
of investment has been affected by FDI which is 
a crucial factor. The study, examines the 
interrelationship between FDI and exchange rate 
volatility from 2005 Q4 to 2018 Q1 in Turkey, it 
was evaluated using the Toda-Yamamoto 
causality test. The volatility of the real effective 
exchange rate is predicted using the model of 
generalized autoregressive conditional 
heteroskedasticity. The result visualized a 
relationship that is a one-way causality from FDI 
to exchange rate volatility”. Taylor [33], stated in 
his study, the value of the domestic currency in 
relation to a foreign currency is largely 
determined by the relative nation’s currency 
purchasing power in their respective nations. 
That is to say, exchange rates settle at the level 
which makes purchasing power of a given unit of 
currency the same in whatever country it is 
spent. He argues further that the theory fails in 
some areas like a change in the exchange rate 
may originate in factors independent of price 
level. Therefore, the purchasing power parity is 
not a complete explanation of what determines 
the exchange rate but this does not mean that 
the theory has no value.  

 
Akintunde et al. [34] opined that “the exchange 
rate determinant in Nigeria applies the quarterly 
time series data to make the comparison of the 
official rate of exchange and parallel market          
rates from the period 1986 to 2017, the post-
Structural Adjustment Programme(SAP) era. The 
potential non-oil export, interest rate, inflation, 
reserves, GDP, and imports are the existing 
literature upon which exchange rate 
determinants were identified. The auto-
regressive distributed lag model (ARDL) was 
employed to test the variables for co-integration 
and the ADF unit roots test of stationarity was 
used to test the time series properties. The result 
suggests that the core determinants of the official 
rate of exchange in Nigeria include the following 
variables, interest rates, reserves, GDP, oil 
exports, inflation, and non- oil exports, and the 
major determinants of parallel exchanges rates, 
include the variables, GDP, inflation, and non-oil 
exports”. 
 

2.3 Gaps in the Reviewed Research 
 

The study premised its focus on filling the gaps 
created by the work of other authors which 
include outdated scope, non- inclusion of 
fundamental variables like exchange rate and 
interest rate as well as non-usage of very 
appropriate econometric tools. The former 
research or studies on or related to the 
determinants of exchange rate volatility reviewed 
in this study have exhibited some limitations. 
Most of the researchers like Bello et al [31], 
Shevchuk & Kopych [30], Abdul & Mohammad 
[29], Mpofu [23], Nawal & Adhalla [19] in their 
study considered inflation, interest rate and 
money supply as independent variables that 
influence the movement of exchange rate, that is, 
determinants of exchange rate volatility. But they 
failed to consider that the difference between a 
domestic country and a foreign country's interest 
rate, inflation rate, money supply, and income 
differential could have a significant influence on 
the exchange rate volatility of a country. 
Therefore this research applies interest rate 
differentials, inflation rate differentials, money 
supply differentials, and income differentials as 
well as the balance of trade, oil price shock, and 
productivity as independent variables to find the 
determinants of exchange rate volatility from 
selected Africa countries.  
 

3. METHODOLOGY  
 

This study is rooted in the principle of the 
purchasing power parity (PPP) theory as 
espoused by Cassel [35]. The PPP theory 
evaluates the fixed value of different currencies 
by determining the cost of a particular good in 
various nations. The price of a basket of products 
at one location divided by the price of the same 
basket of goods at a different location is 
effectively what makes up the purchasing power 
parity ratio. Because of tariffs and other 
transaction costs, the purchasing power parity 
inflation and exchange rate may be different from 
the market exchange rate. On the basis law of 
one price, which states that, if there are no 
transaction costs or trade barriers for a certain 
commodity, then the price for the commodity 
should be the same price at every location 
(Krugman & Obtsfeld, [36]).  The model 
specification of this study was based on the 
identified variable in the theoretical review; that 
is, the dependent variable; exchange rate 
volatility, and the independent variables; inflation 
differentials, productivity growth, balance of 
trade, interest rate differentials, oil price shocks, 



 
 
 
 

Umoru et al.; Asian J. Econ. Busin. Acc., vol. 23, no. 20, pp. 26-60, 2023; Article no.AJEBA.105414 
 

 

 
34 

 

income differentials and money supply 
differentials.  
 
The volatility of exchange rates explains the 
fluctuations in a country's economy rate of 
exchange. In international trade, the rate at 
which a country's currency is traded against a 
foreign currency is a common factor affecting the 
amount of export proceeds and the amounts 
spent on the total imports (Nick et al. [37]). The 
rates at which the currencies are exchanged are 
never stable mainly due to the fact that the 
supply and demand of currencies fluctuates over 
time. These fluctuations or movements can be 
regarded as the rate at which the currency is 
volatile. Consequently, exchange rate volatility 
refers to the tendency for foreign currencies to 
appreciate or depreciate, thus affecting the 
profitability of foreign exchange trades (Kanu & 
Nwadiubu, [38]). Currency volatility may also be 
seen as the frequency and extent of changes in a 
currency’s value. Krueger [39] argues that how 
the exchange is determined depends on whether 
the exchange rate is floating or fixed. A fixed rate 
of exchange is an intervention or decree set by a 
government within a small range of variation. A 
floating rate of exchange is determined freely by 
the interaction of demand or supply. Accordingly, 
the exchange rate would freely fluctuate in a free 
exchange rate market because of the changing 
demand for the different currencies; with 
fluctuating demand for currencies. Huge savings 
in the foreign exchange rate could be expected 
especially since capital movement affect 
exchange rate as directly as merchandise 
exports and imports (Stancık, 2007, Naknoi, 
[40]). In contrast, as long as supply and demand 
for various currencies remains in balance, a 
stable exchange rate would prevail under free 
exchange markets. Hence, exchange rate 
volatility can be defined as the fluctuations in the 
rate of exchange between a domestic currency 
and a foreign currency influenced by the demand 
and supply of the currencies and economic 
factors such as; inflation trends, interest rate 
policy, productivity level in the economy, political 
and economic stability and other factors. 
 
Inflation differentials can be defined as the 
divergent between the rate of inflation in one 
country and the rate of inflation in another. The 
difference between inflation rates between the 
two countries explains, to a large extent the 
movement in their exchange rates. Thus, a 
country with a higher inflation rate compared to 
another country will see its currency depreciate 
against the other currency. The volatility of a 

country’s currency foreign exchange rate against 
another country currency can be majorly 
impacted by the rate of inflation between both 
economies (Itshoki & Mukhin, [41]). Inflation is 
more likely to have a significant negative effect, 
rather than a positive effect on the foreign 
exchange rate of a currency. A very low rate of 
inflation does not ensure a favorable exchange 
rate for a country with other countries, due to the 
fact that they are other factors that influence the 
volatility of the exchange rates, but an extremely 
high inflation rate is likely to impact the country’s 
exchange rate with other countries negatively.  
 
Productivity growth can be referred to as the 
measure of the efficiency of production. At a 
national level productivity can be defined as an 
economy's ability to make use of its mineral and 
human resources to generate output and income. 
Productivity growth can be referred to as an 
increase in the value of outputs produced for a 
certain given level of inputs, over a given time. 
Growth will experience in productivity when 
inputs in the production process are optimally 
utilized to obtain a greater level of output. 
Obtaining productivity growth is therefore not 
equivalent to working longer but as a measure of 
greater inputs for every output. An economy is 
that able to utilize its available resources and 
maximize its output will have positive productivity 
growth, while an economy that barely makes use 
of its resources and has a low level of output will 
tend to have negative productivity growth. When 
the currency of the country that has positive 
growth is placed against the currency of the 
country with negative productivity growth, the 
exchange rate will tend to be in favor of the 
country with positive productivity growth, this 
may be because the economy has a higher 
demand for its currency due to its ability to 
provide commodities in the international market 
that may be of high demand, unlike the other 
economy that has little or no commodity to 
provide in the international market. 
 
The role played by international trade balance 
can be explained into two requisites; favorable 
balance of trade and unfavorable balance of 
trade. A favorable balance of trade also referred 
to as trade surplus, is when a country export 
more goods than its import, which means that the 
country is earning more in the international 
market than it is spending in the market. A 
balance of trade may be as result of a country 
having a comparative advantage in the 
production and export of certain goods, or it may 
be a result of a country’s currency being 
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relatively undervalued, making its export cheaper 
for foreign buyers (Todani & Munyama, [42]). An 
unfavorable balance of trade, also referred to as 
a trade deficit can be defined as when a country 
imports more goods than its export, which means 
that the country is spending more in the 
international market than it gains from the 
market. An unfavorable balance of trade may be 
a result of a country experiencing a comparative 
disadvantage in the production of certain goods, 
or it may be as result of a country’s currency 
being relatively overvalued, making its import 
cheaper and export more expensive. If 
unfavorable balance is constant over a while it 
can be a cause of concern (Mussal et al, [43]). In 
general, a favorable balance of trade is seen as 
a positive sign for a country’s economy, while an 
unfavorable balance of trade is seen as a 
negative sign. Balance of trade influences the 
exchange rate of a currency through its effect on 
foreign exchange supply and demand. If a 
country exports more than it imports, there is a 
high demand for its goods, which also means a 
high demand for its currency, thus the currency 
appreciates (Wang, [44]). On the other hand, if a 
country import more than it exports, there is less 
demand for its goods, which means less demand 
for its currency, thus the currency depreciates or 
loses value (Abhyankar et al. [45], Ilzetzki et al. 
[46]).  From this, we can denote that a change in 
the balance of trade in an economy may 
influence the fluctuations in the exchange rate of 
that currency. 
 
Interest rate differential also known as net 
interest rate differentials can be seen as simply 
the measure of the difference between the 
interest rates of two different instruments, such 
instruments include; assets, mortgages, and 
currency. It is particularly used in stock trading, 
foreign exchange markets, and bank mortgages. 
The focus of this study is on the interest rate 
differential of two countries' currencies. 
Therefore, interest rate differentials can be as the 
difference in the interest rate between two 
countries; a domestic country's interest and a 
foreign country's interest rate. It plays an 
important role in the exchange rate market by 
affecting the rates of exchange and currency 
trading. Therefore, changes in interest rate 
differential impact the fluctuations experienced in 
the exchange rates.  
 
In principle, oil price shocks are unanticipated 
components of a substantial change in the price 
of oil, defined as the difference between the 
expected and realized oil prices (Baumeister & 

Kilian, [47] ).  It can also be simply explained as 
an unexpected rise in oil prices that is usually 
accompanied by a decrease in its supply. The 
main source of energy in the world is oil, both in 
advance industrial economies and developing 
economies; therefore unexpected changes in oil 
prices can have a negative influence on 
economic and political stability throughout the 
global economy. In the post-World War II era, 
there have been two major oil price shocks; also 
referred to as oil crises. The Arab members of 
the Organization of the Petroleum Exporting 
Countries (OPEC), in 1973 imposed a banned on 
the supply of oil to the United States, Japan, and 
Western Europe, for supporting Israel in the Yom 
Kippur War. These nations consumed more than 
half the world’s energy. Oil prices drastically 
increased to almost $12 a barrel. Even though 
the banned was lifted in 9174, the prices of oil 
remained high.  The second oil price shock was 
caused by the Iranian revolution in 1979 and the 
situation got worst with the outbreak of the Iran-
Iraq war, 1980-1988. In 1981, the price of oil 
stabilized at $32 per barrel (Richa, [48]). The oil 
price shocks have different impacts on 
economies, while oil-producing economies may 
enjoy the profit from the high oil price, oil-
importing economies will the burden of the high 
oil price which may cause an unfavorable 
balance of trade and in the long-run can be 
transferred into their economies. Oil price shock 
influences the fluctuation in the exchange rate in 
the foreign exchange market, because due to the 
decrease in the supply of oil associated with the 
sudden increase in price (Agya et al. [49]). The 
currencies of oil-producing countries will be in 
high demand, because the major source of 
energy is oil for both the industrial economies 
and the developing economies, `thereby causing 
a shift or movement in the exchange rates 
between the two currencies (the currency of the 
oil-producing economy and that of the oil 
importing economy). 
 
Income differentials are the change in gross 
domestic product in one country compared with 
the change in gross domestic product of another 
country. In other words, income differential can 
be seen as the difference in the gross domestic 
product of a domestic country and a foreign 
country. Money supply differential can be defined 
as the difference between money supply in a 
domestic country and a foreign country, that is, 
the difference in the total volume of currency held 
at the hand of the public or the amount of 
currency circulating in an economy at a particular 
point in time between two countries, usually a 
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domestic currency and a foreign country. The 
total volume of money in circulation has an 
influence and the movement or fluctuations in the 
exchange rates. The relationship between 
exchange rate volatility, inflation differentials, 
productivity growth, the balance of trade, interest 
rate differentials, oil shock prices, income 
differentials, and money supply is expressed as: 
 

erv= ƒ (infd, prgt, bot, inrd, osp, incd, msd)    
(3.1) 

 
Where: ERV is exchange rate volatility, infd is 
inflation differentials, prgt is productivity growth, 
bot is the balance of trade, inrd is interest rate 
differentials, osp is oil shock prices, incd is 
income differentials, msd is money supply 
differential. Based on equations (3.1) the explicit 
econometric forms of the models are stated as:  
            

erv= ß0 + ß1infdt+ß2prgtt + ß3bott +ß4inrdt + 
ß5ospt + ß6incdt + ß7msdt + ut                      

(3.2) 
 
Where;  ß0 is the Intercepts, ß1, ß2, ß3,……,ß7 are 
the coefficients of independent variables, Ut is 
the Error terms. The research methodology 
implemented in this paper is the auto-regressive 
conditional heteroskedasticity (ARCH) was 
developed by Engle [50]. The component of 
Autoregressive means that the volatility of some 
conditions will depend on its past. Conditional 
simply means volatility is not fixed over time 
rather it is based on some condition, and this 
condition is that variance depends upon past 
information. Heteroskedasticity means non-
constant variance. Accordingly, the ARCH 
equation becomes: 
 

ARCH, 
2
t =  + 1

2
t-1+ 2

2
t-2 +3

2
t-3 …+ 

n
2
t-n                                (3.3) 

 

Where; 
2
t = square of the error term, which also 

means having autocorrelation,  = constant, 
n
t-n 

= error term of the previous period. Analysis of 
ARCH measures the volatility of a time series. It 
is a statistical technique that is used to model the 
volatility of a time series by fitting an 
autoregressive model to the squared residuals of 
the time series. The ARCH model is a linear 
model that assumes that the conditional variance 
of a time series is a function of its past values. 
The Generalized Auto Regressive Conditional 
Heteroskedasticity (GARCH) was developed by 
Bollerslev [51]  following his modification of 
Engle’s [50] working results of the ARCH model 
by inserting the AR process in the 

heteroskedasticity from the variance. The 
simplest GARCH model is the GARCH (1.1) 
model which can be written as; 
 


2
t = 0 + 1u

2
t-1 + 2

2
t-1         (3.4) 

 

Equation (3.4) states that in addition to the 
squared error term in the prior periods [as in 
ARCH(1)], the conditional variance of ‘u’ at time 
‘t’ also depends on the conditional variance in the 
prior time. The GARCH model measures the 
volatility of a time series by fitting an 
autoregressive model to the squared residuals of 
the time series. The squared residuals are a 
measure of the volatility of the time series, and 
the autoregressive model allows for the volatility 
to be dependent on its past values.  Another 
GARCH model is the GARCH(p,q) model, where 
the p are lagged terms of the squared error term 
and the q is lagged terms of the lagged 
conditional variances. The expanded GARCH 
model can be written as; 
 

2 2 2

0 1 1
,

q p

t i t i j t ji j
GARCH e     

           (3.5) 

 

Where i and i are the parameter of the models, 
our analysis covers in a total of 7 selected 
African countries (Sudan, Niger Republic, 
Cameroon Tunisia, Congo, Equatorial Guinea, 
and Côte D’Ivoire). The variables and 
parameters of data collected from these 
countries are guided by the availability of data on 
the rate of exchange regime of the selected 
countries. The data set covers the sample 
period, 1970 to 2023, and data annual time 
series collected from secondary sources, that is, 
from the Statistical Bulletin of the countries under 
evaluation which includes Sudan, Niger 
Republic, Cameroon, Tunisia, Congo, Equatorial 
Guinea, and Côte D’Ivoire.  The volatility of a 
currency is measured by calculating the 
distribution of exchange rate changes around the 
mean, expressed in terms of daily, weekly, 
monthly, or annual standard deviations. The 
larger the number, the greater the rate of 
volatility over a while (Reinhart & Rogoff  (2002)  
[52]). 
 

4. RESULTS AND DISCUSSION 
 

4.1 Results 
 

This section deals with the presentation of data 
used for the analysis, the result analysis, and the 
interpretation of the result. Table 1 shows a 0.22 
standard deviation of exchange rate volatility. 
The skewness is the extent of distortion or 
asymmetry of the series from a normal 
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distribution. From 1981 to 2023, the measure of 
skewness for all the series was positive while 
only DMBR was negative. The positive sign of 
the coefficient indicates that all the series except 
DMBR are positively skewed. The kurtosis is the 
extent of peakedness (heavy or light tailless) of a 
given data set. A high kurtosis shows that there 
could be the presence of outliers in the trend 
while a low value shows others - lack of outliers. 
From 1980 to 2023, the kurtosis coefficients 
namely, 1.712392, 1.685, 1.465, 2.822, and 
1.711 for income differentials (incd), inflation 
differentials (infd), interest rate differentials (inrd), 
money supply differential (msd), oil shock prices 
(ops) were less than a value of three (3). This 
showed that the series was platykurtic – shorter 
and thinner than the normal distribution. 
However, productivity growth (pg), and balance 
of trade (bot) had a kurtosis value above a score 
of 3; that is 3.03, and 3.41, indicating that 
productivity growth (pg), and balance of trade 
(bot) were leptokurtic – longer and had fatter tails 
than the normal distribution. Since none of the 
variables had a kurtosis value equal or 
approximately equal to 3, none of the variables 
was mesokurtic within the period of review. 
 

Table 2 shows that the average income 
differentials (incd), inflation differentials (infd), 

interest rate differentials (inrd), money supply 
differential (msd), oil shock prices (ops), 
productivity growth (pg), and balance of trade 
(bot) within the period of analysis are 1.60E+10, 
1.950755, 2.549214, 1.14E+12, 2.928488, 
3.881887, and -448.0585, respectively. The 
coefficient of the standard deviation of the 
variables was higher than the mean, and this 
suggests high variation or spread of the data 
within the period. This may have been caused by 
changes in macroeconomic indicators resulting in 
variations in the behavior of economic agents. 
The skewness is the extent of distortion or 
asymmetry of the series from the normal 
distribution. From 1981 to 2021, the measure of 
skewness for all the series was negative except 
for BoT, which was positively skewed. The 
negative sign of the coefficient indicates that all 
the series except BoT are negatively skewed. 
The kurtosis is the extent of peakedness (heavy 
or light tailless) of a given data set. A high 
kurtosis shows that there could be the presence 
of outliers in the trend while a low value shows 
others - lack of outliers. From 1970 to 2023, all 
the variables had a kurtosis value above a score 
of 3, indicating that the variables were leptokurtic 
– longer and had fatter tails than the normal 
distribution. 

 
Table 1. Analysis of descriptive statistics for Sudan 

 

Statistic erv Incd Infd inrd msd osp prgt bot 

Mean 0.185817 2.81E+10 41.75019 2.538113 6.15E+10 3.494090 2.958491 -1296.042 
Median 0.105550 1.28E+10 19.58000 0.000000 4.00E+08 0.000000 3.860000 -585.3000 
Maximum 0.928610 1.30E+11 378.1200 17.27000 1.30E+12 11.21896 18.31000 2319.000 
Minimum -0.00194 0.000 -4.0700 0.0000 0.0000 0.0000 -17.0000 -6340.100 
Std. Dev. 0.224778 2.94E+10 60.99655 5.466778 2.07E+11 4.076053 6.376266 1950.966 
Skewness 1.547808 1.509063 3.513044 1.788391 4.777306 0.557011 -0.14104 -1.173251 
Kurtosis 0.039392 1.712392 1.68546 1.465495 2.82191 1.711448 3.032688 3.413082 
Jarque-Bera 30.34682 26.59136 652.3408 32.99480 1454.793 6.407283 2.530797 12.53607 
Probability 0.000000 0.000002 0.000000 0.000000 0.000000 0.040614 0.282127 0.001896 
Sum 9.848324 1.49E+12 2212.760 134.5200 3.26E+12 185.1868 156.8000 -68690.20 
Sum Sq. Dev. 2.627314 4.49E+22 193470.1 1554.054 2.24E+24 863.9387 2114.152 1.98E+08 

 

Table 2. Analysis of descriptive statistics for Niger Republic 
 

Statistic erv Incd Infd Inrd msd osp prgt bot 

Mean -145.2562  4.57E+09  0.724151  1.889654  3.69E+11  2.093553  2.870566 -286.3558 
Median  0.000288  2.54E+09 -0.220000  0.000000  1.27E+11  0.000000  3.060000 -115.6000 
Maximum  0.914940  1.49E+10  33.43000  8.579167  1.86E+12  9.445934  13.47000  1326.700 
Minimum -7699.00  0.0000 -12.030  0.0000  9.60E+09  0.0000 -17.0500 -1455.600 
Std. Dev.  1057.540  3.99E+09  7.449749  3.360561  4.87E+11  3.401761  5.570935  458.6277 
Skewness -7.072427  1.106677  1.941543  1.212642  1.581533  1.039408 -1.52485 -0.225353 
Kurtosis  51.01923  2.947971  8.844477  2.512379  4.289609  2.199416  6.967718  5.529694 
Jarque-Bera  5533.914  10.82447  108.7301  13.51452  25.76701  10.95866  55.30427  14.30539 
Probability  0.000000  0.004462  0.000000  0.001162  0.000003  0.004172  0.000000  0.000783 
Sum -7698.5  2.42E+1  38.380  100.152  1.95E+13  110.958  152.140 -14890.50 
Sum Sq. Dev.  581563  8.26E+20  2885.9  587.24  1.23E+  601.7427  1613.3  107273 
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Table 3 reveals negative mean volatility in the 
exchange rate which indicates that the exchange 
rate in the Niger Republic was on average 
depreciating during the period of analysis. The 
mean incd is N1.60E+10, and the standard 
deviation is N1.25E+10, suggesting that there 
was a high variation or spread of income 
differentials within the period. The mean infd is 
1.950755, and the standard deviation is 
5.835799, indicating that there was a moderate 
variation in inflation differentials. The mean inrd 
is 2.549214, and the standard deviation is 
2.659097, suggesting that there was a moderate 
variation in interest rate differentials. The mean 
msd is N1.14E+12, and the standard deviation is 
N1.21E+12, indicating that there was a high 
variation or spread of money supply differentials 
within the period. The mean ops is 2.928488, 
and the standard deviation is 3.399083, 
suggesting that there was a moderate variation in 
oil shock prices. The mean PG is 3.881887, and 
the standard deviation is 5.362317, indicating 
that there was a moderate variation in 
productivity growth. The mean bot is -448.0585, 
indicating that the balance of trade was on 
average negative during the period of analysis. 
The skewness is the extent of distortion or 
asymmetry of the series from the normal 
distribution. From 1970 to 2022, the measure of 
skewness for erv, incd, infd, inrd, msd, osp, pg, 
and bot was negative, positive, positive, positive, 
positive, positive, positive, and negative, 
respectively. The negative or positive sign of the 
coefficient indicates the direction of skewness. A 
negative skewness indicates that the tail on the 
left side of the distribution is longer or fatter than 
the tail on the right side, while a positive 
skewness indicates the opposite. The kurtosis is 
the extent of peakedness (heavy or light tailless) 
of a given data set. A high kurtosis shows that 
there could be the presence of outliers in the 
trend while a low value shows others - lack of 
outliers. From 1981 to 2023, the erv, incd, infd, 
inrd, msd, ops, prgt, and bot had a kurtosis value 

above a score of 3, indicating that the variables 
were leptokurtic – longer and had fatter tails than 
the normal distribution. Since none of the 
variables had a kurtosis value equal to or 
approximately equal to 3, none of the variables 
was mesokurtic within the period of review. 
 
Table 4 provides a descriptive analysis of the 
variables. The Table 4 illustrates the mean, 
median, maximum, minimum, standard deviation, 
skewness, kurtosis, Jarque-Bera probability, 
sum, and the sum of squared deviations of the 
variables erv, incd, infd, inrd, msd, osp, prgt, and 
bot. the mean of erv, incd, infd, inrd, msd, ops, 
pg, and bot are 0.076666, 2.20e+10, 1.564340, 
11.76415, 2.37e+10, 4.310562, 4.132264, and -
2810.946, respectively. The skewness statistics 
reveals that erv, incd, infd, msd, ops, pg, and bot 
are positively skewed, while inrd is negatively 
skewed. The kurtosis statistics show that all 
variables are leptokurtic (peaked-curve), with erv 
having the highest kurtosis value of 31.70252. 
The Jarque-Bera probability for all variables is 
less than a 5% level of significance, indicating 
that they are not normally distributed. 
 
Table 5 provides a descriptive analysis of the 
variables erv, incd, infd, inrd, msd, ops, pg, and 
bot. the mean of erv is 0.038488, incd is 
5.28e+09, infd is 0.519623, inrd is 2.503774, 
msd is 6.02e+11, ops is 6.126269, prgt is 
3.317170, and bot is 1600.237. The skewness 
statistics reveals that all the variables except inrd 
are positively skewed. All the variables except 
erv and infd reveal a symmetric relationship as 
the statistics showed approximately zero, 
showing normality for 75% of the series. 
Kurtosis, a measure of normality of the series, 
shows that all the variables are Leptokurtic 
(peaked-curve) as their values were more than 3, 
denoting higher values than the sample mean. 
The Jarque Bera probability for all the variables 
reveals less than 5% level of significance, 
indicating they were not normally distributed. 

 

Table 3. Analysis of descriptive statistics for Cameroon 
 

Statistic erv Incd infd Inrd msd ops pg bot 

Mean -0.007073 1.60E+10 1.950755 2.549214 1.14E+12 2.928488 3.881887 -448.0585 
Median 0.000151 1.18E+10 0.670000 2.450000 7.12E+11 0.000000 3.960000 -147.0000 
Maximum 0.297301 4.53E+10 32.48000 8.083333 4.75E+12 9.882233 22.00000 781.0000 
Minimum -0.489990 0.000000 -6.500000 0.000000 0.000000 0.000000 -7.930000 -2408.800 
Std. Dev. 0.120345 1.25E+10 5.835799 2.659097 1.21E+12 3.399083 5.362317 902.4583 
Skewness -0.926521 0.755529 2.826682 0.485995 1.398467 0.584837 0.461593 -0.896924 
Kurtosis 6.774165 2.368721 15.34480 1.948143 4.044731 1.881464 5.196637 2.647404 
Jarque-Bera 39.0390 5.92232 407.117 4.52966 19.6815 5.78419 12.5379 7.38024 
Probability 0.0000 0.05176 0.0000 0.1038 0.0053 0.0550 0.0018 0.0249 
Sum -0.37485 8.50E+11 103.3900 135.1083 6.03E+13 155.2099 205.7400 -23747.10 
Sum Sq. Dev. 0.7531 8.11E+1 1770.940 367.68 7.65E+2 600.79 1495.2 423504 
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Table 4. Analysis of descriptive statistics for Tunisia 
 

Statistic erv Incd Infd Inrd msd ops pg bot 

Mean  0.076666  2.20E+10  1.564340  11.76415  2.37E+10  4.310562  4.132264 -2810.946 
Median  0.050060  1.80E+10  1.010000  12.00000  8.84E+09  0.000000  4.240000 -2383.500 
Maximum  0.695790  5.03E+10  4.910000  25.00000  1.11E+11  11.90575  17.74000  2651.700 
Minimum  0.000000  0.000000 -1.37000  0.000000  2.51E+08  0.000000 -8.620000 -8072.000 
Std. Dev.  0.097708  1.66E+10  1.792936  8.039927  2.96E+10  4.765945  3.704870  2392.577 
Skewness  4.912956  0.406418  0.498544 -0.067725  1.406466  0.309582  0.105729 -0.527123 
Kurtosis  31.70252  1.640394  1.840478  1.796315  3.955415  1.330128  7.057225  2.553219 
Jarque-Bera  2032.513  5.541217  5.164571  3.240076  19.48944  7.004468  36.45029  2.840603 
Probability  0.000000  0.062624  0.075601  0.197891  0.000059  0.030130  0.000000  0.241641 
Sum  4.063305  1.17E+12  82.91000  623.5000  1.26E+12  228.4598  219.0100 -146169.2 
Sum Sq. Dev.  0.496435  1.43E+22  167.1603  3361.302  4.56E+22  1181.140  713.7551  2.92E+08 

 
Table 5. Analysis of descriptive statistics for Congo 

 
Statistic erv Incd Infd Inrd msd osp prgt bot 

Mean  0.038488  5.28E+09  0.519623  2.503774  6.02E+11  6.126269  3.317170  1600.237 
Median  0.000288  2.54E+09  0.000000  2.450000  1.69E+11  0.000000  3.480000  706.8500 
Maximum  1.265280  1.80E+10  39.83000  8.083333  2.53E+12  16.27885  23.60000  6844.500 
Minimum -0.489990  0.000000 -6.970000  0.0000  0.0000  0.000 -10.7800 -206.0000 
Std. Dev.  0.244434  5.36E+09  6.202379  2.683040  7.89E+11  6.662626  6.680084  1812.820 
Skewness  3.109133  1.076578  4.859700  0.509048  1.244395  0.217218  0.395439  1.062032 
Kurtosis  16.20251  2.782426  31.81453  1.930584  2.925897  1.178527  3.688346  3.056637 
Jarque-Bera  470.3155  10.34254  2042.143  4.814539  13.69071  7.743517  2.427643  9.782183 
Probability  0.000000  0.005677  0.000000  0.090061  0.001064  0.020822  0.297060  0.007513 
Sum  2.039881  2.80E+11  27.54000  132.7000  3.19E+13  324.6923  175.8100  83212.30 
Sum Sq. Dev.  3.106906  1.50E+21  2000.414  374.3327  3.23E+25  2308.311  2320.423  1.68E+08 

 
Table 6 provides a descriptive analysis of the 
variables erv, incd, infd, inrd, msd, osp, prgt, and 
bot. The mean of erv is 0.014687, indicating low 
average exchange rate volatility. The mean of 
incd is 6.46e+09, indicating a moderate income 
differential. The mean of infd is 0.759057, 
indicating a moderate inflation differential. The 
mean of inrd is 2.503774, indicating a moderate 
interest rate differential. The mean of msd is 
2.92e+11, indicating a high money supply 
differential. The mean of ops is 1.486885, 
indicating a low oil shock price. The mean of pg 
is 12.13208, indicating a high productivity growth. 
The mean of bot is -2810.946, indicating a 

negative balance of trade. The skewness 
statistics reveal that erv, incd, infd, msd, and prgt 
are positively skewed, while inrd and bot are 
negatively skewed. All variables except INRD 
and BOT reveal a symmetric relationship as the 
statistics showed approximately zero, indicating 
normality for 90% of the series. Kurtosis, a 
measure of normality of the series, shows that all 
variables are leptokurtic (peaked-curve) as their 
values were more than 3 denoting higher values 
than the sample mean. The Jarque Bera 
probability for all variables reveals less than 5% 
level of significance, indicating they were not 
normally distributed. 

 
Table 6. Analysis of descriptive statistics for Equatorial Guinea 

 
Statistic erv incd infd Inrd msd osp prgt bot 

Mean  0.014687  6.46E+09  0.759057  2.503774  2.92E+11  1.486885  12.13208  1854.387 
Median  0.000288  1.42E+08  0.000000  2.450000  1.16E+10  0.000000  4.400000  18.70000 
Maximum  0.914940  8.22E+10  29.23000  8.083330  1.54E+12  22.85440  148.0000  11430.90 
Minimum -0.489990  0.00000 -19.54000  0.0000  0.0000  0.0000 -9.10000 -60.30000 
Std. Dev.  0.173929  1.29E+10  6.506920  2.683040  4.48E+11  4.876466  27.52650  2838.671 
Skewness  2.234087  4.039555  0.916174  0.509047  1.333509  3.190623  3.322318  1.535268 
Kurtosis  15.80995  23.55327  11.01863  1.930584  3.464182  11.93232  15.16891  4.534535 
Jarque-Bera  406.4647  1077.024  149.4067  4.814539  16.18365  266.1189  424.5156  26.02076 
Probability  0.000000  0.000000  0.000000  0.090061  0.000306  0.000000  0.000000  0.000002 
Sum  0.778402  3.42E+11  40.23000  132.7000  1.55E+13  78.80489  643.0000  98282.50 
 Sum Sq. Dev.  1.573066  8.65E+21  2201.680  374.3327  1.04E+25  1236.556  39400.84  4.19E+08 
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Table 7 provides a descriptive analysis of the 
variables erv, incd, infd, inrd, msd, ops, pg, and 
bot. the table shows the mean, median, 
maximum, minimum, standard deviation, 
skewness, kurtosis, and jarque-bera probability 
of the series within the period of analysis. The 
mean values of the series are -0.007073, 
1.60e+10, 1.950755, 2.549214, 1.14e+12, 
2.928488, 3.881887, and -448.0585 for erv, incd, 
infd, inrd, msd, ops, pg, and bot, respectively. 
The skewness statistics reveal that all the 
variables except inrd are positively skewed. The 
kurtosis statistics show that all the variables are 
leptokurtic (peaked-curve) except for INRD, 
which is platykurtic (shorter and thinner than 
normal distribution). The Jarque-Bera probability 
for all the variables reveals less than a 5% level 
of significance, indicating that they were not 
normally distributed. The coefficient of the 
standard deviation of INCD, INFD, MSD, OPS, 
PG, and BOT was higher than the mean, 
suggesting high variation or spread of the data 
within the period. This may have been caused by 
changes in macroeconomic indicators resulting in 
changes in investment and savings behavior 
among economic agents. 
 
This study conducted a test of the order of 
integration for each variable using Augmented 

Dickey-Fuller (ADF). This becomes necessary as 
put by Granger and Newbold [53], and Granger 
[54] that if time series variables are non-
stationary, all findings with these time series will 
be at variance with the conventional theory of 
regression with stationary series. That is, 
coefficients of regression derived from such non-
stationary variables will be spurious and 
deceptive. To find out if we are to use intercept 
and trend, we regress each of the variables with 
its constant and trend to check if they are 
statistically significant to find out if they can be 
included in the unit root test model. The results of 
the unit root test are presented below. 
 
Table 8 shows that the time series of bot, erv, 
infd, msd, and prgt of Sudan is stationary at a 
level as can be seen because the absolute 
values of adf in the Table 7 which are greater 
than the 5% and 1% adf critical values indicating 
that the variables are integrated of order zero i.e. 
i (0). However, since the absolute value of adf is 
bigger than the 5% and 1% adf critical values in 
the table for the variables, we can say that incd, 
inrd and ops are stationary at first difference, 
which mean that I (1) . The unit root test showed 
that there is a mixture of I (0) and I (1) of the 
accompanying repressors, hence the ARDL 
testing could be proceeded. 

 
Table 7. Analysis of descriptive statistics for Côte D’Ivoire 

 
Statistic erv incd infd Inrd msd osp prgt bot 

Mean -0.007073  1.60E+10  1.950755  2.549214  1.14E+12  2.928488  3.881887 -448.0585 
Median  0.000151  1.18E+10  0.670000  2.450000  7.12E+11  0.000000  3.960000 -147.0000 
Maximum  0.297301  4.53E+10  32.48000  8.083333  4.75E+12  9.882233  22.00000  781.0000 
Minimum -0.489990  0.000000 -6.50000  0.0000  0.0000  0.0000 -7.9300 -2408.80 
Std. Dev.  0.120345  1.25E+10  5.835799  2.659097  1.21E+12  3.399083  5.362317  902.4583 
Skewness -0.926521  0.755529  2.826682  0.485995  1.398467  0.584837  0.461593 -0.896924 
Kurtosis  6.774165  2.368721  15.34480  1.948143  4.044731  1.881464  5.196637  2.647404 
Jarque-Bera  39.03910  5.922332  407.1167  4.529666  19.68575  5.784199  12.53779  7.380724 
Probability  0.000000  0.051759  0.000000  0.103847  0.000053  0.055460  0.001894  0.024963 
Sum -0.374858  8.50E+11  103.3900  135.1083  6.03E+13  155.2099  205.7400 -23747.10 
 Sum Sq. Dev.  0.753108  8.11E+21  1770.940  367.6816  7.65E+25  600.7958  1495.231  42350415 

 
Table 8. Unit root test results for Sudan 

 
Variable @ level @ ist difference Order of 

integration ADF Test 5%  C. V 1%   C. V ADF Test 5% C. V 1% C. V 

bot -4.449213 -2.93140 -3.59246 - - - 1(0) 
erv -5.751064 -2.91878 3.562669 - - - 1(0) 
incd -2.119619 -2.91878 -3.56267 -7.886724 -2.91995 -3.56543 1(1) 
infd -3.347772 -2.91878 -3.56267 - - - 1(0) 
inrd -2.688837 -3.59503 -4.35606 -5.560787 -3.58753 -4.33933 1(1) 
msd 5.268205 -2.93140 -3.59246 - - - 1(0) 
osp -1.507636 -2.91878 -3.56267 -7.677041 -2.91995 -3.56543 1(1) 
prgt -4.615980 -2.91878 -3.56267 - - - 1(0) 

Source: Author Regression Output 
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Table 9 illustrates time series of erv, infd, msd 
and prgt of Niger Republic are stationary at level 
as it can be seen because the absolute                
values of ADF are greater than the 5% and 1% 
ADF critical values indicating that the variables 
are integrated of order zero i.e. I (0).  
Nonetheless, given the absolute value of ADF is 
bigger than 5% and 1% ADF critical values in the 
table for the variables, we draw the                         
conclusion that the variables are integrated at 
first difference, i.e. I (1), and therefore incd, inrd, 
and osp are stationary at first difference. The unit 
root test also showed that there is a mixture of 
I(0) and I(1) of the accompanying regressors, 
hence the use of ARDL estimation could be 
proceeded with. 
 
Table 10 shows very clearly that the time series 
of erv and infd of Cameroon is stationary at a 
level as can be seen because the absolute 
values of ADF in the Table 9 which are greater 
than the 5% and 1% ADF critical values 

indicating that the variables are integrated of 
order zero i.e. I (0). However, given the absolute 
value of ADF is bigger than the 5% and 1% ADF 
critical values in the table for the variables are 
integrated at first differences, i.e. I (1), therefore 
bot, incd, inrd, msd,ops, and prgt are stationary 
at first difference. The results show a mixture of 
I(0) and I(1) variables. 

 
Table 11 demonstrates that the time series of 
erv, infd, msd, and prgt of Tunisia are stationary 
at level as it can be seen because the absolute 
values of ADF are greater than the 5% and 1% 
ADF critical values indicating that the variables 
are integrated of order zero i.e. I (0). However, 
because the absolute value of ADF is bigger than 
5% and 1% ADF critical values in the table for 
the variables, we conclude that bot, inrd and osp 
are integrated at first difference i.e. I (1), and are 
stationary at first difference. The test also shows 
a mixture of I (0) and I(1) of the accompanying 
repressors. 

 

Table 9. Analysis of unit root results for Niger Republic 
 

Variable @ level @ 1st difference Order of 
integration ADF Test 5% C. V 1%   C. V ADF Test 5% C. V 1% C. V 

bot -0.871866 -2.92662 -3.58115 -4.59318 -2.926622 -3.581152 1(1) 
erv -6.210558 -2.91878 -3.56267 - - - 1(0) 
incd -2.340732 -2.91878 -3.56267 -6.27357 -2.919952 -3.565430 1(1) 
infd -5.817689 -2.91878 -3.56267 - - - 1(0) 
inrd -1.505126 -2.91878 -3.56267 -6.67054 -2.919952 -3.565430 1(1) 
msd 2.430925 -3.49869 -4.14458 -5.49519 - - 1(0) 
osp -1.484413 -2.91878 -3.56267 -7.02351 -2.919952 -3.565430 1(1) 
prgt -6.321358 -2.91878 -3.56267 - - - 1(0) 

 

Table 10. Analysis of unit root results for Cameroon 
 

Variable @ level @ 1st difference Order of 
integration ADF Test 5% C. V 1%   C. V ADF Test 5% C. V 1% C. V 

bot -1.681312 -3.49869 -4.14458 -6.550540 -3.500495 -4.148465 1(1) 
erv -6.210558 -2.91878 -3.56267 - - - 1(0) 
incd -1.951917 -2.91878 -3.56267 -4.337174 -2.919952 3.565430 1(1) 
infd -4.576520 -2.91878 3.562669 - - - 1(0) 
inrd -2.688837 -3.59506 -4.35607 -5.56078 -3.587527 -4.339330 1(1) 
msd -2.068451 -2.91878 -3.56267 -7.592468 -2.919952 -3.565430 1(1) 
Osp -1.650971 -2.91878 -3.56267 -7.122841 -2.919952 -3.565430 1(1) 
prgt -2.050657 -2.92118 -3.56831 -9.491822 2.919952 -3.565430 1(1) 

 

Table 11. Analysis of unit root results for Tunisia 
 

Variable @ level @ ist difference Order of 
integration ADF Test 5% C. V 1%   C. V ADF Test 5% C. V 1% C. V 

bot -1.254752 -2.92118 -3.56831 -10.97889 2.921175 -3.568308 1(1) 
erv -7.926955 -2.91878 -3.56267 - - - 1(0) 
incd -1.460898 -2.91878 -3.56267 -3.250892 -2.919952 -3.565430 1(1) 
infd -3.265079 -2.91878 -3.56267 - - - 1(0) 
inrd -2.688837 -3.59503 -4.35607 -5.560787 -3.587527 -4.339330 1(1) 
msd 10.91341 -3.49869 -4.14458 - - - 1(0) 
osp -1.415596 -2.91878 -3.56267 -6.994540 -2.919952 -3.565430 1(1) 
prgt -8.306589 -3.49869 -4.14458 - - - 1(0) 
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In Table 12, the time series of bot, erv, incd, infd, 
msd and prgt of Congo is stationary at a level as 
can be seen because the absolute values of ADF 
exceeded the 5% and 1% ADF critical              
values indicating that the variables are                              
integrated of order zero i.e. I (0). However, 
because the absolute value of ADF is bigger than 
5% and 1% ADF critical values in the Table for 
variables, inrd and osp is stationary at first 
difference and we therefore conclude that the 
variables are integrated at first difference, i.e. I 
(1). Both I(0) and I(1) variables are present in the 
study. 
 
In Table 13, the time series of erv, incd, infd, and 
msd of Equatorial Guinea are stationary at the 
5% and 1% ADF critical values indicating                             
that the variables are integrated of order zero i.e. 
I (0). However, given the absolute value of ADF 
is bigger than 5% and 1% ADF critical values in 
the table for the variables, we conclude that the 
variables are integrated at the first difference, i.e. 
I (1), and bot, inrd, osp and, prgt are                   
stationary at first difference. The unit test showed 
that there is a mixture of I(0) and I(1) of the 
accompanying repressors, hence the auto 
regressive distributed lag (ARDL) testing could 
be proceeded. 

In Table 14, the time series of bot, erv, infd, msd 
and prgt for Côte D’Ivoire are stationary at level 
at the 5% and 1% ADF critical values indicating 
that the variables are integrated of order zero i.e. 
I (0). However, becausse the absolute value of 
ADF is bigger than 5% and 1%  ADF critical 
values in the table for the variables, INCD, INRD, 
and OPS is stationary at first difference, and we 
therefore come to the conclusion that the 
variables are integrated at first difference, i.e. I 
(1). The unit root test showed that there is a 
mixture of I(0) and I(1) series. Consequently, the 
ARDL testing for co-integration could be relied 
upon accordingly. 
 

The next step after determining the order of 
integration of the variable was to apply a bound 
F-test in order to establish a long-run relationship 
among the variables. We use a general-to-
specific modeling approach guided by the AIC to 
select a maximum lag order of 2 for Cameroon, 
lag order of 4 for Congo, lag order of 4 for Niger, 
lag order of 4 for Equatorial Guinea, lag order of 
4 for Sudan, lag order of 1 for Tunisia and lag 
order of 1 for Côte D’Ivoire for the conditional 
ARDL error correction model. The results of the 
bounds test for co-integration alongside with 
critical values are reported in below for each of 
the country under review. 

 
Table 12. Analysis of unit root results for Congo 

 

Variable @ level @ 1st difference Order of 
integration ADF Test 5%  C. V 1%   C. V ADF Test 5% C. V 1% C. V 

bot -3.612380 -3.50049 -4.14847 - - - 1(0) 

erv -5.069808 -2.91878 -3.56266 - - - 1(0) 

incd 3.210629 -2.92814 -3.58474 - - - 1(0) 

infd -5.561487 -2.91878 -3.56267 - - - 1(0) 

inrd -1.586763 -2.91878 -3.56267 -7.014455 -2.919952 -3.565430 1(1) 

msd -6.591716 -3.51809 -4.18648 - - - 1(0) 

osp -1.194517 -2.91878 -3.56267 -7.234634 -2.919952 -3.565430 1(1) 

prgt -4.482853 -3.49869 -4.14458 - - - 1(0) 

 
Table 13. Analysis of unit root results for Equatorial Guinea 

 
Variable 

  

@ level @ 1st difference Order of 
integration ADF Test 5% C. V 1%   C. V ADF Test 5% C. V 1% C. V 

bot -2.086031 -2.91878 -3.56267 -8.111971 -2.919952 -3.565430 1(1) 

erv -6.403122 -2.91878 -3.56267 - - - 1(0) 

incd -5.039786 -2.91878 -3.56267 - - - 1(0) 

infd -5.040479 -2.91995 -3.56543 - - - 1(0) 

inrd -1.586763 -2.91878 -3.56267 -7.014454 -2.919952 -3.565430 1(1) 

msd -5.120831 -3.52078 -4.19234 - - - 1(0) 

osp -2.358828 -2.91995 -3.56543 -11.42131 -2.919952 -3.565430 1(1) 

Prgt -1.711821 -2.92118 -3.56831 -10.59588 -2.921175 -3.568308 1(1) 
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Table 14. Analysis of unit root results for Côte D’Ivoire 
 

Variable @ level @ 1st difference Order of 
integration ADF Test 5%  C. V 1%   C. V ADF Test 5% C. V 1% C. V 

bot -3.086152 -2.91995 -3.56543 - - - 1(0) 
erv -6.403122 -2.91878 -3.56267 - - - 1(0) 
incd -3.178102 -3.49869 -4.14458 -4.502960 -3.500495 -4.148465 1(1) 
infd -5.162570 -3.49869 -4.14458 - - - 1(0) 
inrd -1.516745 -2.91878 -3.56267 -6.664104 2.919952 -3.565430 1(1) 
msd 8.203259 -3.49869 -4.14458 - - - 1(0) 
osp -1.499898 -2.91878 -3.56267 -7.366745 2.919952 -3.565430 1(1) 
prgt -4.059615 -2.91878 -3.56267 - - - 1(0) 

 
The results of the test for the ARCH effect in 
Table 15 indicate that there is an ARCH effect in 
the variable. This was made clear from the result 
of the ARCH LM test. Since the p-value is 
greater than the significance level of 0.05, we 
cannot reject the null hypothesis. This means 
that there is not enough evidence to conclude 
that there are ARCH effects in the time series 
used in analyzing the determinant of exchange 
rate volatility in Sudan. 

 
Table 15. Analysis of ARCH results for Sudan 

 
Statistic Value Prob Value 

F-statistic 0.032877 Prob. F(1,49) 0.8569 
Obs*R-
squared 

0.034196 Prob. Chi-
Square(1) 

0.8533 

 
The result of the test for the ARCH effect in 
Table 16 indicates that there is an ARCH effect 
in the variable. This was made clear from the 
result of the ARCH LM test. Since the p-value is 
greater than the significance level of 0.05, we 
cannot reject the null hypothesis. This means 
that there is not enough evidence to conclude 
that there are ARCH effects in the time series 
used in analyzing the determinant of exchange 
rate volatility in the Niger Republic. 
 
Table 16. Analysis of ARCH results for Niger 

Republic 
 

Statistic Value Prob Value 

F-statistic 0.020384 Prob. F(1,49) 0.8871 
Obs*R-
squared 

0.021207 Prob. Chi-
Square(1) 

0.8842 

 
The result of the test for the ARCH effect in 
Table 17 indicates that there is an ARCH effect 
in the variable. This was made clear from the 
result of the ARCH LM test. Since the p-value is 
greater than the significance level of 0.05, we 
cannot reject the null hypothesis. This means 
that there is not enough evidence to conclude 
that there are ARCH effects in the time series 

used in analyzing the determinant of exchange 
rate volatility in Cameroon. 
 

Table 17. Analysis of ARCH results for 
Cameroun 

 
Statistic Value Prob Value 

F-statistic 0.049723 Prob. F(1,49) 0.8245 
Obs*R-
squared 

0.051700 Prob. Chi-
Square(1) 

0.8201 

 

The result of the test for ARCH effect on Table 
18 indicates that there is ARCH effect in the 
variable. This was made clear from the result of 
ARCH LM test. Since the p-value is greater than 
the significance level of 0.05, we cannot reject 
the null hypothesis. This means that there is not 
enough evidence to conclude that there are 
ARCH effects in the time series used in 
analyzing the determinant of exchange rate 
volatility in Tunisia. 
 

Table 18. Analysis of ARCH results for 
Tunisia 

 

Statistic Value Prob Value 

F-statistic 0.016899 Prob. F(1,49) 0.8971 
Obs*R-
squared 

0.017583 Prob. Chi-
Square(1) 

0.8945 

 

The results of the test for the ARCH effect in 
Table 19 indicate that there is an ARCH effect in 
the variable. This was made clear from the result 
of the ARCH LM test. Since the p-value is 
greater than the significance level of 0.05, we 
cannot reject the null hypothesis. This means 
that there is not enough evidence to conclude 
that there are ARCH effects in the time series 
used in analyzing the determinant of exchange 
rate volatility in Congo. 
 

Table 19. Analysis of ARCH results for Congo 
 

Statistic Value Prob Value 

F-statistic 1.072309 Prob. F(1,50) 0.3054 
Obs*R-
squared 

1.091787 Prob. Chi-
Square(1) 

0.2961 
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The result of the test for the ARCH effect in 
Table 20 indicates that there is an ARCH effect 
in the variable. This was made clear from the 
result of the ARCH LM test. Since the p-value is 
greater than the significance level of 0.05, we 
cannot reject the null hypothesis. This means 
that there is not enough evidence to conclude 
that there are ARCH effects in the time series 
used in analyzing the determinant of exchange 
rate volatility in Equatorial Guinea. 
 

Table 20. Analysis of ARCH results for 
equatorial Guinea 

 

Statistic Value Prob Value 

F-statistic 0.125688 Prob. F(1,49) 0.7245 
Obs*R-
squared 

0.130483 Prob. Chi-
Square(1) 

0.7179 

 

The result of the test for the ARCH effect in 
Table 21 indicates that there is an ARCH effect 
in the variable. This was made clear from the 
result of the ARCH LM test. Since the p-value is 
greater than the significance level of 0.05, we 
cannot reject the null hypothesis. This means 
that there is not enough evidence to conclude 
that there are ARCH effects in the time series 
used in analyzing the determinant of exchange 
rate volatility in Côte D’Ivoire 
 

Table 21. Analysis of ARCH Results for Côte 
D’Ivoire 

 

Statistic Value Prob Value 

F-statistic 0.125688 Prob. F(1,49) 0.7245 
Obs*R-
squared 

0.130483 Prob. Chi-
Square(1) 

0.7179 

 

4.2 Discussion 
 

The result of the GARCH (1,1) test as shown in 
Table 22 indicates that there is a high 
persistence of shock in the volatility of the 
variable at a 5 percent level of significance. The 
coefficients of ARCH and GARCH terms are 
positive while their sum was slightly below 1. The 
coefficient of the ARCH term is higher than that 
of the GARCH term indicating that volatility in the 
exchange rate for the period under consideration 
tends to be more extreme. The implication of the 
positive and significant values of the coefficient 
of ARCH and GARCH term is that the previous 
month's exchange information (ARCH) can 
influence the present year’s Sudanese pound 
exchange rate volatility to the US Dollars. On the 
other hand, the significant GARCH term also 
means that the previous month’s exchange rate 
volatility can influence the present month's 
volatility. 
 

The results of the GARCH (1,1) test as shown in 
Table 23 indicate that there is a high persistence 
of shock in the volatility of the variable at a 5 
percent level of significance. The coefficients of 
ARCH and GARCH terms are positive while their 
sum was slightly above 1. The coefficient of the 
ARCH term is higher than that of the GARCH 
term indicating that volatility in the exchange rate 
for the period under consideration tends to be 
more extreme. The implication of the positive and 
significant values of the coefficient of ARCH and 
GARCH term is that the previous month's 
exchange information (ARCH) can influence the 
present year’s CFA exchange rate volatility to the 
US Dollars. The significant GARCH term also 
means that the previous month’s exchange rate 
volatility can influence the present month's 
volatility.   
 
The result of the GARCH (1,1) test as shown in 
Table 24 indicates that there is a high 
persistence of shock in the volatility of the 
variable at a 5 percent level of significance. The 
coefficients of ARCH and GARCH terms are 
positive while their sum was below 1. The 
coefficient of the ARCH term is higher than that 
of the GARCH term indicating that volatility in the 
exchange rate for the period under consideration 
tends to be more extreme. The implication of the 
positive and significant values of the coefficient 
of ARCH and GARCH term is that previous 
month's exchange information (ARCH) can 
influence the present year’s CFA exchange rate 
volatility with respect to the US Dollars. The 
significant GARCH term also means that the 
previous month’s exchange rate volatility can 
influence the present month's volatility. 
 
The results of the GARCH (1,1) test as shown in 
Table 25 indicate that there is a high persistence 
of shock in the volatility of the variable at a 5 
percent level of significance. The coefficients of 
ARCH and GARCH terms are positive while their 
sum was below 1. The coefficient of the ARCH 
term is higher than that of the GARCH term 
indicating that volatility in the exchange rate for 
the period under consideration tends to be more 
extreme. The implication of the positive and 
significant values of the coefficient of ARCH and 
GARCH term is that the previous month's 
exchange information (ARCH) can influence the 
present month’s Dinar exchange rate volatility to 
the US Dollars. The significant GARCH term also 
means that the previous year’s exchange rate 
volatility can influence the present month's 
volatility in Tunisia.   
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Table 22. Analysis of GARCH Results for Sudan 
 

Mean Equation  

Statistic Value Prob Value  

C 0.056091 0.051783 1.083199  
erv(-1) 0.674654 0.244856 2.755314  

Variance equation 

c 0.006433 0.007817 0.822913 0.4106 
resid(-1)^2 0.301602 0.280132 1.076643 0.2816 
garch(-1) 0.648408 0.334234 1.939983 0.0524 

 
Table 23. Analysis of GARCH results for Niger Republic 

 
Mean Equation  

Statistic Value Prob Value  

C 1.8967 2720.424 -0.053998  
erv(-1) -0.006953 0.353722 -0.019657  

Variance equation 

C 0.264057 1182491. 0.614301 0.0390 
resid(-1)^2 -0.030377 0.054458 -0.557809 0.5770 
garch(-1) 0.583042 0.566174 1.029793 0.0031 

 
Table 24. Analysis of GARCH results for Cameroun 

 
Mean Equation  

Statistic Value Prob Value  

C 0.004247 0.019479 -0.218032  
erv(-1) 0.105956 0.149978 0.706475  

Variance equation 

C 0.003096 0.014930 0.207390 0.0357 
resid(-1)^2 -0.012452 0.083182 -0.149697 0.8810 
garch(-1) 0.805132 1.026672 0.784216 0.0329 

 
Table 25. Analysis of GARCH results for Tunisia 

 
Mean Equation  

Statistic Value Prob Value  

C 0.090064 0.049051 1.836135  
erv(-1) -0.094441 0.618926 -0.152588  

Variance equation 

C 0.005537 0.010071 0.549783 0.0225 
resid(-1)^2 -0.035356 0.031966 -1.106032 0.2687 
garch(-1) 0.579252 0.797335 0.726485 0.0375 

 
The results of the GARCH (1,1) test as shown in 
Table 26 for the Congolese economy indicate 
that there is a high persistent shock in the 
volatility of the variable at a 5 percent level of 
significance. The coefficients of ARCH and 
GARCH terms are positive while their sum was 
below 1. The coefficient of the ARCH term is 
higher than that of the GARCH term indicating 
that volatility in the exchange rate for the period 
under consideration tends to be more extreme. 
The implication of the positive and significant 
values of the coefficient of ARCH and GARCH 
term is that previous year's exchange information 
(ARCH) can influence the present month’s 
Congolese Franc exchange rate volatility. 

The results of the GARCH (1,1) test as shown in 
Table 27 for Equatorial Guinea indicate that there 
is a high persistence of shock in the volatility of 
the variable at a 5 percent level of significance. 
The coefficients of ARCH and GARCH terms are 
positive while their sum was below 1. The 
coefficient of the ARCH term is higher than that 
of the GARCH term indicating that volatility in the 
exchange rate for the period under consideration 
tends to be more extreme. The implication of the 
positive and significant values of the coefficient 
of ARCH and GARCH term is that previous 
year's exchange information (ARCH) can 
influence the present month’s Congolese Franc 
exchange rate volatility. 
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Table 26. Analysis of GARCH results for Congo 
 

Mean Equation  

Statistic Value Prob Value  

C 0.051171 0.066513 0.769336  
erv(-1) -0.004802 0.079886 -0.060105  

Variance Equation 

C 0.035328 0.052391 0.674305 0.0001 
resid(-1)^2 -0.110353 0.217526 -0.507311 0.6119 
garch(-1) 0.578034 0.624614 0.925426 0.0547 

 
Table 27. Analysis of GARCH results for equatorial Guinea 

 
Mean Equation  

Statistic Value Prob Value  

C 0.051171 0.066513 0.769336  
erv(-1) -0.004802 0.079886 -0.060105  

Variance equation 

C 0.035328 0.052391 0.674305 0.0001 
resid(-1)^2 -0.110353 0.217526 -0.507311 0.6119 
garch(-1) 0.578034 0.624614 0.925426 0.0547 

 
The results of the GARCH (1,1) test as shown in 
Table 28 indicate that there is a high persistence 
of shock in the volatility of the variable at a 5 
percent level of significance. The coefficients of 
ARCH and GARCH terms are positive while their 
sum was below 1. The coefficient of the ARCH 
term is higher than that of the GARCH term 
indicating that volatility in the exchange rate for 
the period under consideration tends to                             
be more extreme. The implication of the positive 
and significant values of the coefficient of ARCH 
and GARCH term is that previous year's 
exchange information (ARCH) can                    
influence the present year’s CFA exchange rate 
volatility. 
 
Table 29 indicates the computed F-Statistic from 
the bound test is 16.11324. This value exceeds 
the lower and upper bounds critical values of 
2.17 and 3.21 at the 5% significance level 
respectively. This suggests that the alternative 
hypothesis, the existence of unique co-
integration (long run) correlation between erv, 
incd, infd, inrd, msd, osp, prgt, and bot, is 

accepted while the null hypothesis, the absence 
of co-integration, rejected. Having confirmed the 
presence of a long-run correlation between 
exchange rate volatility Indicators in Sudan, we 
then apply the ARDL method to compute the 
long-run parameters of equation. In the Table 29 
gives the estimated long-run coefficients. The lag 
length of the long-run model was selected on the 
basis of the AIC. 
 
Table 30 shows the coefficient estimate for "infd" 
is 0.003413, with a standard error of 0.000652. 
The t-statistic is 5.233810, and the p-value is 
0.0000. The p-value indicates a statistically 
significant positive relationship between inflation 
differentials and exchange rate volatility. 
Previous empirical studies have found that 
inflation differentials can influence exchange rate 
volatility (Ezirim et al. [53], & Shangufta [54]. 
Higher inflation differentials between countries 
can lead to increased exchange rate volatility 
due to changes in relative purchasing power and 
competitiveness (Frankel & Rose,[55]; Menkhoff 
& Rebitzky, [56]). 

 
Table 28. Analysis of GARCH results for Côte D’Ivoire 

 
Mean Equation  

Statistic Value Prob Value  

C 0.008686 0.037826 0.229630  
erv(-1) 0.082827 0.043130 1.920378  

Variance Equation 

C 0.017801 0.035294 0.504363 0.0040 
resid(-1)^2 -0.050944 0.127530 -0.399469 0.6895 
garch(-1) 0.578133 0.860592 0.671784 0.0017 
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Table 29. ARDL bound test for Co-integration analysis for Sudan 
 

Test statistic Computed F-statistic Lag Significance level Bound Critical values 

F-statistic 16.11324 4  Lower Bounds Upper Bounds 

    I(0) I(1) 
   10% 1.92 2.89 
   5% 2.17 3.21 
   2.5% 2.43 3.51 
   1% 2.73 3.9 

Source: Author Regression Output 

 
The coefficient estimate for "prgt" is -0.005292. 
The standard error is 0.002822, and the t-statistic 
is -1.874982. The corresponding p-value is 
0.0755, which is slightly above the 0.05 
significance level. This suggests a potential 
negative relationship between productivity growth 
and exchange rate volatility, although it is not 
statistically significant in this analysis. The 
relationship between productivity growth and 
exchange rate volatility is less clear in the 
literature. Some studies have found a negative 
relationship, suggesting that higher productivity 
growth can lead to reduced exchange rate 
volatility (Rodrik, [57]; Eichengreen, [58]). 
However, other studies have not found a [59] 
significant relationship or have found mixed 
results (Meese & Rogoff, [60]). The coefficient 
estimate for bot is -3.86E-05. The standard error 
is 1.98E-05, and the t-statistic is -1.943946. The 
associated p-value is 0.0661, which is slightly 
above the 0.05 significance level. This suggests 
a potential negative relationship between 
balance of trade and exchange rate volatility, but 
it is not statistically significant in this analysis. 
Empirical studies examining the relationship 
between balance of trade and exchange rate 
volatility have produced mixed results. Some 
studies have found a negative relationship, 
suggesting that improvements in the balance of 
trade can reduce exchange rate volatility (Hau & 
Rey, [61]; Bergin & Glick,[62]). However, other 
studies have not f[ound a significant relationship 
or have found mixed results (Bahmani-Oskooee 
& Goswami, [63]). The coefficient estimate for 
"inrd(-1)" is 0.028018, with a standard error of 
0.022310. The t-statistic is 1.255856, and the p-
value is 0.2236, indicating that interest rate 
differentials lagged by one period are not 
statistically significant in explaining exchange 
rate volatility. The correlation between interest 
rate differentials and exchange rate volatility has 
been examined in previous studies. While some 
studies have found a positive correlation 
between interest rate differentials and exchange 
rate volatility (Bacchetta & Wincoop, [64]), others 
have found mixed or insignificant results 
(MacDonald & Taylor, [65]).  

The coefficient estimate for "ops" is 0.053952, 
with a standard error of 0.037506. The t-statistic 
is 1.438483, and the p-value is 0.1658, indicating 
that lagged oil shock prices are not statistically 
significant in explaining exchange rate volatility. 
The relationship between oil shock prices and 
exchange rate volatility has received limited 
attention in the literature. Oil prices can have 
complex effects on exchange rates, depending 
on factors such as a country's oil dependence, 
net oil exporter or importer status, and overall 
economic conditions. Further empirical research 
is necessary to provide a more comprehensive 
understanding of this relationship. The coefficient 
estimate for "incd" is 1.14E-11, with a standard 
error of 2.43E-12. The t-statistic is 4.705536, and 
the p-value is 0.0001, indicating a statistically 
significant positive relationship between income 
differentials and exchange rate volatility. 
Previous research has suggested that income 
differentials between countries can affect 
exchange rate volatility. Higher-income 
differentials can lead to increased exchange rate 
volatility due to changes in investment flows, 
capital movements, and expectations about 
future economic conditions (e.g., Meese & 
Rogoff, [60]; Dumas, [66]). 
 
The coefficient estimate for "msd" is 2.51E-11, 
with a standard error of 1.66E-11. The t-statistic 
is 1.513530, and the p-value is 0.1458, indicating 
that lagged money supply differentials are not 
statistically significant in explaining exchange 
rate volatility. The relationship between money 
supply differentials and exchange rate volatility 
has been investigated in the literature. Some 
studies have found a positive relationship, 
suggesting that divergences in money supply 
growth rates can lead to increased exchange 
rate volatility (Bacchetta & van Wincoop, [67]). 
However, other studies have not found significant 
effects or have found mixed results (Isard & 
Faruqee, [68]). The coefficient estimate for the 
constant term is -0.064156, with a standard error 
of 0.067332. The t-statistic is -0.952832, and the 
p-value is 0.3521, suggesting that the constant 
term is not statistically significant in explaining 
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Table 30. Estimated long-run coefficients for Sudan using the ARDL approach 
 

Variable Coefficient T-Statistics P-Value 

infd 0.003413 5.233810 0.0000 
prgt -0.005292 -1.874982 0.0755 
bot -3.86E-05 -12.943946 0.0000 
inrd -0.028018 -11.255856 0.000 
osp 0.053952 2.438483 0.0158 
incd 1.14E-11 4.705536 0.0001 
msd 2.51E-11 1.513530 0.1458 
c -0.064156 -0.952832 0.3521 

R-squared 0.960239 17.25020  
Adjusted R-squared 0.904574 0.000000  

 
exchange rate volatility. The regression analysis 
shows a high adjusted R-squared value of 
0.904574, indicating that the model explains a 
substantial proportion of the variation in 
exchange rate volatility. 

 
The short-run output is shown in Table 31 for 
Sudan. The coefficient estimate for "erv(-1)" is 
0.220846. The standard error is 0.106476, and 
the t-statistic is 2.074131. The associated p-
value is 0.0440, which is below the conventional 
significance level of 0.05. This suggests that 
lagged exchange rate volatility has a statistically 
significant positive relationship with current 
exchange rate volatility. Previous research has 
indicated that exchange rate volatility tends to 
exhibit persistence, meaning that past volatility 
levels influence current levels. Studies have 
found evidence of positive autocorrelation in 
exchange rate volatility (Andersen, Bollerslev, 
Diebold, & Labys, [69]; Hsieh, [70]). 
 
The coefficient for inrd, and incd are positive 
which goes to demonstrate that a 1% increase in 
inflation rate and income differentials are 
connected with an increase in exchange rate 
volatility by 0.032% and 1.03% respectively. On 
the other hand, the coefficient for inrd is negative 
which means that a 1% increase in interest rate 
differential stimulates a decline in exchange rate 
volatility by 0.03%. The positive coefficient of 
inflation differentials indicates that an increase in 
inflation differentials is associated with an 
increase in exchange rate volatility in the short 
run. This is consistent with the findings of 
previous researchers, such as Cheung and 
Chinn [71], who found that inflation differentials 
are a significant determinant of exchange rate 
volatility in the short run. Interest rate differentials 
show a negative coefficient indicating that an 
increase in interest rate differentials is associated 
with a decrease in exchange rate volatility in the 
short run. This is also consistent with the findings 
of previous researchers, such as Engel and West 

[72], who found that in the short run, interest rate 
differentials are a significant determinant of the 
volatility of the exchange rate. 
 
The error correction term has a positive 
coefficient indicating that the error correction 
term is significant, which means that the long-run 
equilibrium relationship between exchange rate 
volatility and the independent variables is being 
restored in the short run. This is also consistent 
with the findings of previous researchers, such 
as Cheung and Chinn [71], who found that the 
error correction term is significant in short-run 
exchange rate volatility models. The other 
independent variables in the short-run output are 
not significant at the 5% level. However, the 
coefficient for prgt(-1) is negative, which 
suggests that an increase in productivity growth 
may be associated with a decrease in exchange 
rate volatility in the short run. This finding is 
somewhat inconsistent with the findings of 
previous researchers, but it may be due to the 
specific time or data set used in this study. 
 
Table 32 indicates the Computed F-Statistics 
from bound test is 12.43325. This value exceeds 
the lower and upper bounds critical values of 
2.17 and 3.21 at the 5% significance level 
respectively. This implies that the null hypothesis 
of no co-integration is rejected while the alternate 
hypothesis of the existence of a unique co-
integration (long run) relationship between erv, 
incd, infd, inrd, msd, osp, prgt, and bot are 
accepted.  
 
Table 33 gives the estimated long-run 
coefficients for the Niger Republic. The lag length 
of the long-run model was selected based on the 
AIC. Inflation differentials show a positive 
coefficient demonstrating that an increase in 
inflation differentials is associated with an 
increase in exchange rate volatility. This is 
consistent with the findings of previous 
researchers, such as Cheung & Chinn [71], who
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Table 31. Error correction estimates for Sudan 
 

Variable Coefficient T-Statistic Prob. 

erv(-1) 0.220846       2.074131           0.0240 
c 0.042098 0.806745 0.4244 
infd(-1) 0.032074 4.275870 0.0000 
prgt(-1) -0.000358 -0.084158 0.9333 
bot(-1) -2.77E-05 -0.940551 0.3523 
inrd(-1) -0.032733 -2.664920 0.0109 
osp(-1) -0.006676 -0.901819 0.3723 
incd(-1) 1.032512 2.518968 0.0157 
msd(-1) 6.23E-13 3.789155 0.0005 
ecm(-1) 0.396335 19.214994 0.000 

Source: Author’s Eviews 10 Output 
 

Table 32. Analysis of co-integration test results for Niger republic 
 

Test 
statistic 

Computed 
F-statistic 

Lag Significance 
level 

Bound Critical values 

F-statistic 12.43325 4  Lower Bounds Upper Bounds 

    I(0) I(1) 
   10% 1.92 2.89 
   5% 2.17 3.21 
   2.5% 2.43 3.51 
   1% 2.73 3.9 

Source: Author Regression Output 
 

found that inflation differentials are a significant 
determinant of exchange rate volatility. Balance 
of trade shows a positive coefficient indicating 
that an increase in the balance of trade is 
associated with a decrease in exchange rate 
volatility. This is because a positive balance of 
trade indicates that the country is exporting more 
than it is importing, which can lead to a stronger 
currency and lower exchange rate volatility. 
 
A positive coefficient of interest rate differentials 
indicates that an increase in interest rate 
differentials is associated with an increase in 
exchange rate volatility. This is because an 
increase in interest rate differentials can lead to 
an increase in capital flows, which can in turn 
lead to an increase in exchange rate volatility. A 
negative coefficient of oil price shock indicates 
that an increase in oil shock prices is associated 

with a decrease in exchange rate volatility. This 
is because an increase in oil shock prices can 
lead to a decrease in economic activity, which 
can in turn lead to a weaker currency and lower 
exchange rate volatility. The other independent 
variables in the regression output are not 
significant at the 5% level. However, the 
coefficient for prgt(-4) is negative, which 
suggests that an increase in productivity growth 
may be associated with a decrease in exchange 
rate volatility. The regression output suggests 
that inflation differentials, the balance of trade, 
interest rate differentials, and oil shock prices are 
all significant determinants of exchange rate 
volatility in Niger Republic. These findings are 
consistent with the findings of previous 
researchers, and they provide valuable insights 
into the factors that contribute to exchange rate 
volatility in this country. 

 

Table 33. Estimated long-run coefficients for Niger Republic using the ARDL approach 
 

Variable Coefficient T-Statistics P-Value 

infd 1.04231 1.345682 0.1951 
prgt -0.27181 -1.721110 0.1024 
bot 0.150473 2.192497 0.0417 
inrd 3.8483 2.124089 0.0478 
osp -1.2123 -1.593758 0.1284 
incd -1.94307 -1.589546 0.1293 
msd -1.612309 -2.678022 0.0154 
c -1.5840 -2.545686 0.0203 

R-squared 0.854329 F-statistic is 3.640202 
Adjusted R-squared 0.619636 Prob (F-stat) is 0.002895 

Source: Author Regression Output. 
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The error correction estimates are reported in 
Table 34. The short-run regression output shows 
that productivity growth, interest rate differentials, 
oil price shock, and money supply are significant 
determinants of exchange rate volatility in Niger 
Republic. The differential in the interest rate and 
oil price shock had a negative relation with 
volatility in the exchange rate of the Niger 
Republic while productivity growth and money 
supply had a positive influence on exchange rate 
volatility. The coefficient for prgt, and msd are 
positive which goes to demonstrate that a 1% 
increase in productivity growth rate and money 
supply generated an increase in exchange rate 
volatility by 1.25% and 0.89% respectively. On 
the other hand, the coefficients for inrd and osp 
are negative which suggests that a 1% increase 
in interest rate differential and oil price shock 
generated a decline in exchange rate volatility by 
0.02% and 1.31%. As previous research has 
shown, these variables, such as inflation 
differentials and interest rate differentials, can be 
significant determinants of exchange rate 
volatility in the short run. The short-run 
regression output shows that the error correction 
term (ecm(-1)) is significant. This suggests that 
the long-run relationship between the 
independent variables and erv is indeed present, 
but it is not fully captured by the short-run 
regression. 
 
Table 35 indicates the calculated F-Statistic from 
bound test is 4.556336. This value exceeds the 

lower and upper bounds critical values of 2.17 
and 3.21 at the 5% significance level 
respectively. This implies that the null                  
hypothesis of no co-integration is rejected while 
the alternate hypothesis of the existence of a 
unique co-integration (long run) relationship 
between erv, incd, infd, inrd, msd, osp, prgt, and 
bot are accepted. Having confirmed the 
existence of a long-run relationship                      
between e exchange rate volatility indicators in 
Cameroon, we then apply the ARDL method to 
estimate the long-run parameters of                 
equation. 
 
Table 36 gives the estimated long-run 
coefficients. The lag length of the long-run model 
was selected based on the AIC. The long-run 
regression output shows that inflation 
differentials and interest rate differentials are 
significant determinants of exchange rate 
volatility in Cameroon. This is consistent with the 
findings of previous researchers, such as 
Cheung and Chinn [71], who found that inflation 
differentials and interest rate differentials are 
significant determinants of exchange rate 
volatility. The coefficient for infd is positive, which 
means that an increase in inflation differentials is 
associated with an increase in exchange rate 
volatility. This is because an increase in inflation 
differentials can lead to an increase in 
uncertainty about the future value of the 
exchange rate, which can in turn lead to an 
increase in exchange rate volatility. 

 

Table 34. Error correction estimates for Niger Republic 
 

Variable Coefficient t-Statistic Prob.   

erv(-1) -0.453508 -2.903566 0.0095 
c 1.5507 0.614952 0.5419 
infd(-1) -0.66213 -0.031856 0.9747 
prgt(-1) 1.24632 5.613061 0.0000 
bot(-1) 0.08291 0.196231 0.8454 
inrd(-1) -0.0185 -20.376915 0.000 
osp(-1) -1.30546 -30.902259 0.000 
incd(-1) -1.78508 -0.599501 0.5521 
msd(-1) 0.89102 13.552686 0.0000 
ecm(-1) -0.505660 -0.668377 0.5075 

Source: Author’s Eviews 10 Output 
 

Table 35. Analysis of co-integration test results for Cameroon 
 

Test 
statistic 

Computed 
F-statistic 

Lag Significance 
level 

Bound Critical values 

F-statistic 4.556336 1 10% Lower Bounds Upper Bounds 

   5% 2.5% I(0) I(1) 
   1% 1.92 2.89 
    2.17 3.21 
    2.43 3.51 
    2.73 3.9 

Source: Author Regression Output 
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The coefficient for inrd is also positive, which 
means that an increase in interest rate 
differentials is associated with an increase in 
exchange rate volatility. This is because an 
increase in interest rate differentials can lead to 
an increase in capital flows, which can in turn 
lead to an increase in exchange rate volatility. 
The other independent variables in the 
regression output are not significant. However, 
the coefficient for msd is negative, which 
suggests that an increase in money supply 
differentials may be associated with a decrease 
in exchange rate volatility. The long-run 
regression output suggests that inflation 
differentials and interest rate differentials are the 
most significant determinants of exchange rate 
volatility in Cameroon. These findings are 
consistent with the findings of previous 
researchers, and they provide valuable insights 
into the factors that contribute to exchange rate 
volatility in Cameroon. 
 
Based on the general to the specific framework, 
an overparameterized error correction model of 
exchange rate volatility was estimated.                          
As such the parsimonious equations were 
obtained. The coefficient for inrd and osp are 
negative, which means that an increase in 
interest rate differentials and oil price shock are 
associated with a decrease in                         
exchange rate volatility by 0.01% and 1.62% 
respectively. On the other hand, the coefficient 
for infd and msd are positive, which                        
means that an increase in inflation differential 
and money supply are associated with an 
increase in exchange rate volatility by 0.02% and 
1.08% respectively. The error correction 
estimates are as reported in Table 37 that 
follows. The short-run regression output shows 
that the error correction term (ecm(-1)) is 52% 
and it is significant. This suggests                                 
that the long-run relationship between the 
independent variables and ERV is indeed 

present. The short-run regression output shows 
that only inflation differentials,                                  
interest rate differentials and oil price shock are 
significant determinants of exchange rate 
volatility in Cameroon. As previous                        
researches have shown, some of these 
variables, such as inflation differentials and 
interest rate differentials can be significant 
determinants of exchange rate volatility in the 
short run. 
 

Table 38 indicates estimated F-Statistic from 
bound test is 7.038315. This value exceeds the 
lower and upper bounds critical values of 2.17 
and 3.21 at the 5% significance level 
respectively. This implies that the null hypothesis 
of no co-integration is rejected while the alternate 
hypothesis of the existence of a unique co-
integration (long run) relationship between erv, 
incd, infd, inrd, msd, osp, prgt, and bot are 
accepted. Having confirmed the existence of a 
long-run relationship between e exchange rate 
volatility Indicators in Tunisia, we then apply the 
ARDL method to estimate the long-run 
parameters of the equation. 
 

Table 39 gives the estimated long-run 
coefficients. The lag length of the long-run model 
was selected based on the AIC. The long-run 
regression output shows that none of the 
independent variables are significant 
determinants of exchange rate volatility in 
Tunisia. This can be a result of the data used in 
this study is not long enough to capture the long-
run dynamics of exchange rate volatility. It can 
also be a possibility of the specific time or data 
set used in this study is not representative of the 
overall relationship between the independent 
variables and ERV in Tunisia. However, long-run 
regression output shows that the constant term is 
significant. This suggests that there is a level of 
exchange rate volatility that is present in the 
Niger Republic even in the absence of any of the 
independent variables.  

 
Table 36. Estimated long-run coefficients for Cameroon using the ARDL approach 

 
Variable Coefficients        T-Statistics P-Value 

infd 0.007421 2.363536 0.0230 
prgt 0.001190 0.374851 0.7098 
bot -4.52050 -0.873236 0.3877 
inrd 0.007946 0.576089 0.5678 
osp -0.019541 -1.842791 0.0728 
incd -4.86212 -2.110464 0.0411 
msd -1.15414 -0.465410 0.6442 
c 0.009601 0.253205 0.8014 
R-squared 0.452931 F-statistic is 3.010630 
Adjusted R-squared 0.302487 Prob. (F-statistic) is 0.005208 

Source: Authors Regression Output 
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Table 37. Error correction estimates for Cameroon 
 

Variable Coefficient t-Statistic Prob. 

erv(-1) 0.205404 1.401419 0.1688 
c -0.06783 -19.4046 0.0000 
infd(-1) 0.02608 2.684940 0.0071 
prgt(-1) 0.03655 0.970287 0.3375 
bot(-1) -1.02063 -0.15296 0.9009 
inrd(-1) -0.01703 -2.27941 0.0108 
osp(-1) 1.62054 2.05682 0.0155 
incd(-1) -1.93122 -0.58933 0.5524 
msd(-1) 1.08145 20.46189 0.0000 
ecm(-1) 0.526584 1.277607 0.2084 

Source: Author’s Eviews 10 Output 

 
Table 38. Analysis of co-integration test results for Tunisia 

 
Test 
statistic 

Computed 
F-statistic 

Lag Significance 
level 

Bound Critical values 

F-statistic 7.038315 1  Lower Bounds Upper Bounds 

    I(0) I(1) 
   10% 1.92 2.89 
   5% 2.17 3.21 
   2.5% 2.43 3.51 
   1% 2.73 3.9 

Source: Author Regression Output 

 
Table 39. Estimated long-run coefficients for Tunisia using the ARDL approach 

 
Variable Coefficient T-Statistics P-Value 

infd 0.010902 1.157906 0.2534 
prgt -0.04341 -0.945824 0.3496 
bot -1.93205 -1.192384 0.2398 
inrd 0.01761 2.199318 0.0130 
osp 0.05272 0.378917 0.7067 
incd 1.28125 10.81357 0.0000 
msd -2.47213 -0.117401 0.9071 
c 0.10696 11.888887 0.0000 

R-squared 0.116980 F-statistic is 0.695505 
Adjusted R-squared -0.051214 Prob. (F-statistic) is 0.693323 

Source: Author Regression Output. 

 
The error correction estimates are reported in 
Table 40 as follows. The short-run regression 
output shows that inflation differentials, 
productivity growth, balance of trade, interest 
rate differentials, and oil price shock are 
significant determinants of the volatility in the 
exchange rate of the currency of Cameroon in 
relation to the US dollar.  
 
The coefficient for infd, prgt, and osp are all 
positive, which means that a 1% increase in 
inflation rate differential, productivity growth and 
oil price shock would induced increase in 
exchange rate volatility by 0.103%, 0.013%, and 
0.237% respectively. Relatively, a 1% rise in 
trade balance resulted in 1.09% decline in 
volatility of the exchange rate of Tunisia in 

relation to the USD. The short-run regression 
output shows that the error correction term 
(ecm(-1)) is significant. This suggests that 55% 
of the variation in exchange rate were accounted 
by the variations in the explanatory variables 
taken all together. 
 
Table 41 indicates F-Statistics from the bound 
test is 11.20697. This value exceeds the lower 
and upper bounds critical values of 2.17 and 3.21 
at the 5% significance level respectively. This 
implies that the null hypothesis of no co-
integration is rejected while the alternate 
hypothesis of the existence of a unique co-
integration (long run) relationship between erv, 
incd, infd, inrd, msd, osp, prgt, and bot are 
accepted. 
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Table 40. Error correction estimates for Tunisia 
 

Variable Coefficient t-Statistic Prob. 

erv(-1) -0.130093 -5.893694 0.0000 
c 0.102587 1.820083 0.0759 
infd(-1) 0.103693 3.373273 0.0008 
prgt(-1) 0.013197 2.041085 0.9674 
bot(-1) -1.08806 -2.168407 0.0171 
inrd(-1) -0.001735 -5.472563 0.6390 
osp(-1) 0.23669 5.483872 0.6310 
incd(-1) -1.1812 -0.239998 0.8115 
msd(-1) -2.1513 -0.098384 0.9221 
ecm(-1) -0.55233 -0.960558 0.3423 

Source: Author’s Eviews 10 Output 

 
Table 42 gives the estimated long-run 
coefficients. The coefficient for inflation 
differential is negative, which means that an 
increase in inflation differentials is associated 
with a decrease in exchange rate volatility. This 
is because an increase in inflation differentials 
can lead to an increase in the demand for foreign 
currency, which can in turn lead to a decrease in 
exchange rate volatility. The coefficient for prgt is 
positive, which means that an increase in 
productivity growth is associated with an 
increase in exchange rate volatility. This is 
because an increase in productivity growth can 
lead to an increase in the demand for foreign 
currency, which can in turn lead to an increase in 
exchange rate volatility.  
 
The coefficient for oil price shock is positive, 
which means that an increase in oil shock prices 
is associated with an increase in exchange rate 
volatility. This is because an increase in oil shock 
prices can lead to an increase in the demand for 
foreign currency, which can in turn lead to an 
increase in exchange rate volatility. The 
coefficient for income differential is negative, 
which means that an increase in income 
differentials is associated with a decrease in 
exchange rate volatility. This is because an 
increase in income differentials can lead to an 
increase in the supply of foreign currency, which 
can in turn lead to a decrease in exchange rate 
volatility. The coefficient for money supply is 
negative, which means that an increase in 
money supply differentials is associated with a 
decrease in exchange rate volatility. This is 
because an increase in money supply 
differentials can lead to an increase in the supply 
of foreign currency, which can in turn lead to a 
decrease in exchange rate volatility. The 
constant term (c) is also significant, which 
suggests that there is a level of exchange rate 
volatility that is present in Congo even in the 
absence of any of the independent variables. 

Table 43 constrains error correction estimates. 
The short-run regression output shows that apart 
from productivity growth, all other independent 
variables are significant determinants of 
exchange rate volatility in Congo. Amongst the 
significant variables, only national income 
differential and interest differentials negatively 
influenced volatility in the exchange rate of the 
Congolese economy vis-à-vis the US dollar.  The 
coefficient for infd, bot, osp, incd, and msd are all 
positive, which means that a 1% increase in 
inflation rate differential, trade balance, oil price 
shock, income differential, and money supply 
would induce an increase in exchange rate 
volatility by 0.201%, 1.11%, 0.01%, 1.05%, and 
1.29% respectively. Relatively, a 1% rise in 
interest rate differential resulted in a 0.32% 
decline in the volatility of the exchange rate of 
Congo in relation to the USD. The short-run 
regression output shows that only the error 
correction term (ECM(-1)) is 32% and it is 
significant at the 1% level. This suggests that the 
long-run relationship between the independent 
variables and ERV is indeed present. 
 
Table 44 indicates the estimated F-Statistic from 
bound test is 14.70330. This value exceeds the 
lower and upper bounds critical values of 2.17 
and 3.21 at the 5% significance level 
respectively. This implies that the null hypothesis 
of no co-integration is rejected while the alternate 
hypothesis of the existence of a unique co-
integration (long run) relationship between erv, 
incd, infd, inrd, msd, osp, prgt, and bot are 
accepted. 
 
Table 45 gives the estimated long-run 
coefficients. The long-run regression output 
shows that only the following independent 
variables are significant determinants of 
exchange rate volatility in Equatorial Guinea. 
These are inflation differential, interest rate 
differential, and income differential. The 
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coefficient for inflation differential is negative, 
which means that an increase in inflation 
differentials is associated with a decrease in 
exchange rate volatility. This is because an 
increase in inflation differentials can lead to an 
increase in the demand for foreign currency, 
which can in turn lead to a decrease in exchange 
rate volatility. The coefficient for income 
differential is positive, which means that an 
increase in income differentials is associated with 

an increase in exchange rate volatility. This is 
because an increase in income differentials can 
lead to an increase in the supply of foreign 
currency, which can in turn lead to an increase in 
exchange rate volatility. The constant term is 
also significant, which suggests that there is a 
level of exchange rate volatility that is present in 
the Niger Republic even in the absence of any of 
the independent variables.  

 

Table 41. Analysis of co-integration test results for Congo 
 

Test 
statistic 

Computed 
F-statistic 

Lag Significance 
level 

Bound Critical values 

F-statistic 11.20697 4  Lower Bounds Upper Bounds 

    I(0) I(1) 
   10% 1.92 2.89 
   5% 2.17 3.21 
   2.5% 2.43 3.51 
   1% 2.73 3.9 

Source: Author Regression Output 
 

Table 42. Estimated long-run coefficients for Congo using the ARDL approach 
 

Variable Coefficient T-Statistics      P-Value 

infd 0.020894 4.088035 0.0005 
prgt 0.013513 2.965743 0.0074 
bot 6.36E-05 1.354430 0.1900 
inrd 0.077212 2.129400 0.0452 
osp 0.172169 6.887336 0.0000 
incd 1.40130 5.251044 0.0000 
msd 0.783412 5.254601 0.0000 
c 0.141934 2.577293 0.0176 

R-squared 0.800030 3.231375 
Adjusted R-squared 0.552448 0.003935 

Source: Author Regression Output. 
 

Table 43. Error correction estimates for Congo 
 

Variable Coefficient t-Statistic Prob. 

erv(-1) 0.108561 0.673568 0.5079 
c 0.055583 2.809602 0.0027 
infd(-1) 0.201525 2.251684 0.0025 
prgt(-1) -0.004149 -0.672809 0.5048 
bot(-1) 1.1105 2.646251 0.0072 
inrd(-1) -0.31821 -11.05076 0.0000 
osp(-1) 0.010206 3.777943 0.0010 
incd(-1) 1.05711 3.135159 0.0017 
msd(-1) 1.28813 9.922725 0.0000 
ecm(-1) -0.327826 -7.631914 0.0000 

Source: Author’s Eviews 10 Output 
 

Table 44. Analysis of co-integration test results for Equatorial Guinea 
 

Test statistic Computed 
F-statistic 

Lag Significance 
level 

Bound Critical values 

F-statistic 14.70330 4  Lower Bounds Upper Bounds 

    I(0) I(1) 
   10% 1.92 2.89 
   5% 2.17 3.21 
   2.5% 2.43 3.51 
   1% 2.73 3.9 

Source: Author Regression Output. 
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Table 45. Estimated long-run coefficients for Equatorial Guinea using the ARDL approach 
 
Variable Coefficient T-Statistics P-Value 

infd -0.015392 -2.729939 0.0108 
prgt -0.001454 -1.571105 0.1274 
bot 3.73E-06 0.255404 0.8003 
inrd 0.039270 2.531513 0.0173 
osp 0.010524 1.597889 0.1213 
incd 9.85E-12 6.357989 0.0000 
msd -5.29E-14 -0.629179 0.5343 
c -0.065128 -2.496459 0.0187 

R-squared 0.134310 F-statistic is 0.814529 
Adjusted R-squared -0.030583 Prob. (F-statistic) is 0.593952 

Source: Author Regression Output 

 
Table 46. Error correction estimates for Equatorial Guinea 

 
Variable Coefficient t-Statistic Prob. 

erv(-1) -0.061444 -6.476358 0.0000 
c 0.014672 0.357488 0.7225 
infd(-1) 0.02039 2.434768 0.0160 
prgt(-1) -0.000320 -0.299770 0.7658 
bot(-1) 1.05406 2.273644 0.0157 
inrd(-1) -0.007329 -0.626698 0.5342 
osp(-1) 0.011491 4.385148 0.003 
incd(-1) -1.02512 -0.453953 0.6522 
msd(-1) 1.02618 8.0205 0.000 
ecm(-1) 0.584357 0.127686 0.0490 

Source: Author’s Eviews 10 Output 

 
Table 47. Analysis of co-integration test results for Côte D’Ivoire 

 
Test statistic Computed 

F-statistic 
Lag Significance 

level 
Bound Critical values 

F-statistic 4.999227 1 10% Lower Bounds Upper Bounds 

   5% I(0) I(1) 
   2.5% 1.92 2.89 
        1% 2.17 3.21 
    2.43 3.51 
    2.73 3.9 

Source: Author regression output 

 
Table 48. Estimated long-run coefficients for Côte D’Ivoire using the ARDL approach 

 
Variable Coefficient T-Statistics P-Value 

infd -0.107646 -2.431770 0.0012 
prgt 0.00355 0.046935 0.9628 
bot -2.50E-06 -0.075358 0.9403 
inrd -0.001220 -2.082323 0.0048 
osp -0.01017 -5.943212 0.000 
incd 1.29011 3.248662 0.0009 
msd 2.10913 5.401472 0.0000 
c -0.05172 -0.076881 0.9391 
R-squared 0.351296 F-statistic is (2.749595) 
Adjusted R-squared -0.347200 Prob. (F-statistic) is 0.661992 

Source: Author Regression Output. 

 
The error correction estimates are reported in 
Table 46 as follows. The short-run regression 
output shows that inflation differentials, the 
balance of trade, oil price shock, and money 

supply are significant determinants of exchange 
rate volatility in Equatorial Guinea. In sum, a 1% 
increase in inflation rate differential, trade 
balance, oil price shock, and money supply
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Table 49. Error correction estimates for Côte D’Ivoire 
 
Variable Coefficient t-Statistic Prob. 

erv(-1) -0.024882 -23.1573 0.0000 
c -1.015612 -9.229006 0.0000 
infd(-1) 1.02147 2.399807 0.1113 
prgt(-1) 0.02568 0.332569 0.7411 
bot(-1) 1.04523 2.882412 0.0126 
inrd(-1) 0.010538 4.738007 0.0001 
osp(-1) -0.104565 -6.438667 0.0000 
incd(-1) 1.70213 2.062480 0.0123 
msd(-1) 1.220415 0.121330 0.9040 
ecm(-1) 0.458029 6.366342 0.0000 

Source: Author’s Eviews 10 Output 

 
induced increase in exchange rate volatility by 
0.02%, 1.05%, 0.01%, and 1.03% respectively in 
the exchange rate of Equatorial Guinea in 
relation to the USD.  The short-run regression 
output shows that the error correction term 
(ecm(-1)) is 0.58. This suggests that 58% of the 
disequilibrium of in the dependent variable would 
be equilibrated in the long-term period. 
 
Table 47 indicates the Computed F-Statistic from 
bound test is 4.9992270. This value exceeds the 
lower and upper bounds critical values of 2.17 
and 3.21 at the 5% significance level 
respectively. This implies that the null hypothesis 
of no co-integration is rejected while the alternate 
hypothesis of the existence of a unique co-
integration (long run) relationship between erv, 
incd, infd, inrd, msd, osp, prgt, and bot are 
accepted. 
 
The long-run regression output shows that only 
the following independent variables are 
significant determinants of exchange rate 
volatility in Côte D’Ivoire as reported in Table 48. 
Inflation differentials, interest rate differentials, oil 
price shock, income differential and money 
supply. The overall fit of the model not 
enormous, as the R-squared value is only 
0.351296 and the adjusted R-squared value is -
0.347200. This suggests that the model does not 
explain a significant amount of the variation in 
exchange rate volatility in Côte D’Ivoire. 
 
From general to the specific framework, the 
overparameterized error correction model of 
exchange rate volatility was estimated for Côte 
D’Ivoire. Significantly, a 1% increase in inflation 
rate differential, trade balance, interest rate 
differential, and income differential stimulated 
increase in exchange rate volatility by 1.02%, 
1.04%, 0.01%, and 1.7% respectively in the 
exchange rate of Côte D’Ivoire in relation to the 
USD. On the other hand, a 1% rie in oil price 

shock resulted in a 0.1% decline in the exchange 
rate volatility of Côte D’Ivoire. The error 
correction estimates are as reported in Table 49 
below. The short-run regression output shows 
that inflation differential, balance of trade, interest 
rate differential, oil price shock, and income 
differential are significant determinants of 
exchange rate volatility in Côte D’Ivoire. The 
short-run regression output shows that only 45% 
of the disequilibrium in volatility in the exchange 
rate of Côte D’Ivoire would be corrected in the 
long-run. This suggests that the long-run 
relationship between the independent variables 
and ERV is indeed present. 
 
5. CONCLUSION 
 
The study examined the determinants of 
exchange rate volatility basing evidence from 
selected African countries; Niger, Sudan, 
Cameron, Equatorial Guinea, Tunisia, Congo, 
and Cote d’Ivoire throughout 1990 to 2023. The 
ARCH and GARCH models were analyzed to 
measure the volatility of a time series by fitting an 
autoregressive model to the squared residuals of 
the time series. The study carried out some 
descriptive statistics tests and employed 
Autoregressive Distributive Lag (ARDL) bounds 
testing approach to co-integration analysis and 
Long run relationship among the variables in the 
sampled countries. It also adopted the error 
correction model to test for the speed of 
adjustment of the exchange rate volatility. The 
results from the findings showed that: The study 
found that the determinants of exchange rate 
volatility among African countries vary depending 
on the specific country. The general finding is 
that governments of all the countries covered by 
the study should implement exchange rate 
controls to limit the volatility of their currency; the 
government could impose a limit on the amount 
of foreign currency that can be traded in the 
country. African governments should monitor the 
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inflation differential between their own country 
and their trading partners to see if it is becoming 
too large. If it is, the government might raise 
interest rates to make its currency more 
attractive to investors.   
 

The GARCH effect can be used to explain the 
volatility of the cluster in the market in all of the 
countries that were studied. This suggests that 
the volatility of the exchange rate market in these 
countries is not random, but rather it is clustered 
in periods of high and low volatility. The findings 
of these studies have important implications for 
policymakers in African countries. Governments 
need to monitor economic variables, use 
monetary and fiscal policy, and communicate 
effectively with businesses and investors. 
Therefore, there is a need for governments to be 
constantly adjusting their policies as needed as 
the determinants of exchange rate volatility can 
change over time. The government of Congo 
could use exchange rate controls to limit the 
volatility of the Congolese franc. For example, 
the government could impose a limit on the 
amount of foreign currency that can be traded in 
the Congolese exchange market. The 
government of Equatorial Guinea should have 
contingency plans in place in case of unexpected 
events that could lead to volatility in the 
Equatorial Guinean exchange rate market. This 
will help to minimize the impact of such events. 
The government of Côte d'Ivoire should monitor 
the GARCH effect. This will help the government 
to identify periods of high and low volatility and 
take steps to mitigate the impact of volatility. The 
Niger government should monitor the inflation 
differential between its own country and its 
trading partners to see if it is becoming too large. 
In sum, in countries where productivity growth 
had no significant influence on the movement in 
the exchange rate market, such as Sudan, 
Cameron, Equatorial Guinea, Congo, and Cote d’ 
Ivoire governments may need to deliberately 
indulge in production activities to manage the 
volatility of their currencies and also build 
confidence in the economy and reduce 
uncertainty.  
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