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ABSTRACT

Unbalanced nutrition due to an unhealthy diet may increase the
risk of developing lifestyle diseases. Many mobile applications
have been released to record everyday meals for the health-
conscious to enable them to improve their dietary habits. Most
of these applications only base their food classification on an
image of the food, requiring the user to manually input informa-
tion about the ingredients such as the calories and salinity. To
address this problem, food ingredient estimation from food
images has been attracting increasing attention. Automatic
ingredient estimation could possibly strongly alleviate the pro-
cess of food-intake estimation and dietary assessment. In this
paper, we propose an automatic food ingredient estimation
method from food images by using multi-task CNN. We focus
on classification of the food category and estimation of the
calorie content and salinity for lifestyle disease prevention. Two-
stage transfer learning using a large number of food category
recognition image databases is applied to train our multi-task
CNN for improved ingredient estimation. We experimentally
analyze the relationship between the food category and salinity
by using multi-task CNN.

Introduction

The progress in distribution systems and food production technology in
recent years has enabled people to easily obtain their preferred food at any
time. Consumption of retort food and opportunities for dining out are
increasing as more people lead solitary lives and the dual income ratio
increases. Maintaining such eating habits increases the risk of lifestyle dis-
eases owing to biased nutritional balance. Lifestyle-related diseases include
hypertension, dyslipidemia, diabetes, and others, but, because they have few
subjective symptoms, these diseases progress silently and unnoticed to
damage the brain, heart, blood vessels, and so on.
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Several mobile applications have been developed to record everyday foods
with the aim of increasing the extent to which people are conscious of develop-
ing eating habits for good health (Caloriemama 2018; Foodlog 2018;
MygFitnessPal, 2018; MyNetDiary 2018). These applications are especially useful
for dietary assessment and planning. Automatic food image recognition meth-
ods have been widely proposed to enhance the capability of an application.
Automatic food image classification could potentially alleviate the process of
food-intake estimation and dietary assessment. In most of the cases, we can
easily estimate food materials and ingredients based on the food category
classified from the food image captured by a mobile device such as
a smartphone. However, the estimated standard values are only standard guide-
lines for each category because food materials and ingredients are not unique to
the captured food.

On the other hand, obesity is one of the leading causes of numerous diseases,
such as heart disease, hypertension, and diabetes. The accurate estimation of the
calorie content of food is effective to prevent obesity. Although humans would
find it difficult to precisely estimate the calorie content from a food image, it is
possible to roughly estimate whether the calorie content of the food in an image
is high based on prior knowledge. Previous studies proposed methods capable of
directly estimating the calorie content of food from an image in an attempt to
implement this human ability on a mobile device.

Although salt is an essential nutrient in the human body, it is only needed
in relatively small quantities. Health risks such as high blood pressure
increase as the salinity intake increases. It is clear that estimating the salinity
of food from an image of the food is a problem humans find more difficult
than calorie estimation. Since estimating the salt content from food images is
a difficult problem, no studies have focused on the automatic estimation of
food salinity from food images thus far.

In this paper, we propose an automatic method for food ingredient
estimation from a food image by using a multi-task Convolutional Neural
Network (CNN) (Abrar e al., 2015). With the aim of achieving lifestyle
disease prevention, we focus on the recognition of the food category and
the estimation of calories and salinity. CNN based on deep learning has been
demonstrated to achieve excellent results for image classification and object
detection. We realize the effective estimation of calories and salinity using
multi-task learning with food category classification, by defining both calorie
and salinity estimation as a regression problem. The underlying assumption
for multi-task learning algorithms is that different tasks are related to each
other. Although a previous study reported that a food category is closely
related to its calorie content, research to clarify the relationship between the
food category and salinity has not yet been reported. In this paper, we
experimentally demonstrate the relationship between the food category and
salinity by using multi-task CNN.
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Then, the Xception model (Chollet 2016), which has achieved a high
recognition rate in image classification tasks using Image-Net, is used as
basis for the proposed architecture. The benchmark dataset we constructed
for the evaluation of the proposed method is an original image dataset
created by using publicly available images from several recipe-gathering
websites. To improve the estimation accuracy, we proposed two-stage
transfer learning using a large number of food category classification
image databases. CNN is considered to require a large number of training
images to achieve comparable or superior performance to the conventional
local-feature-based methods. We proposed the two-stage transfer learning
using a large number of food image databases for food category classifica-
tion because it is difficult to collect many food images of which the calorie
content and salinity are known.

Related Work

Food image recognition methods and food image databases have been widely
developed because food image recognition enables nutrient estimation and
health-care analysis corresponding to people‘s eating habits. Existing meth-
ods are divided into two categories: the handcrafted feature-based and deep
learning-based approaches.

First, we describe the handcrafted feature-based approach. Many research-
ers have attempted to solve the problem of food image classification by using
simple low-level feature extraction and coding methods. Joutou proposed an
MKL-based feature fusion method, which adaptively integrates various kinds
of image features such as color, texture, and BoF for food image recognition
(Joutou and Yanai 2009). Yang proposed a method to analyze the ingredient
relations in the food image by computing pairwise statistics between the local
features (Yang et al. 2010). The probability with which a pixel belongs to each
food ingredient category is calculated by using the semantic text on forests
(Shotton, Johnson, and Cipolla 2008). The color information and calculated
probability are employed to extract statistics of pairwise local features, to
form a multidimensional histogram. Finally, the food image is classified by
applying the obtained histogram to a multiclass SVM using a y* kernel.
Rahmana et al. proposed a method for generating scale and/or rotation
invariant global texture features using the output of Gabor filter banks
(Rahmana et al., 2012). They demonstrated that the proposed texture feature
provides sufficient food classification accuracy in texture rich data. Kong
et al. proposed “DietCam,” which is an automatic camera-phone-based
multi-view food classifier as part of a food intake assessment system (Kong
and Tan 2012). DietCam detects food ingredients by using a deformable part-
based model and a texture verification model. A food category is classified by
using the detected ingredients and a multi-view multikernel SVM. He et al.
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proposed an image segmentation and classification method to detect the food
regions in an image, and to classify the food category (He et al. 2013). In
addition, this method estimated the weight of food to extract the nutrient
content from a food image using a shape template for foods with regular
shapes and area-based weight estimation for foods with irregular shapes.
Aizawa et al. developed a food-image detection and food-balance estimation
method (Aizawa et al. 2013). First, food-image detection classifies the image
into “food” or “nonfood” by employing supervised learning based on multi-
ple image features and SVM. Then, food-balance estimation is used to
estimate the food balance of the meal shown in each photograph by using
the global color, circle, BoF, and block features and proposed improving the
performance with the personal likelihood. Anthimopoulos et al. propose
a BoF-based system for food image classification. First, a visual dictionary
of 10,000 visual words is created from dense local features based on a scale-
invariant feature transform on the HSV color space (Anthimopoulos et al.
2014). The food images are then classified by SVM.

Considering all of the previously described methods, it seems the best
approach is to use a complex combination of a large number of image
features. Some food types have a high intra-class and low inter-class variance
since foods are typically deformable objects. Handcrafted feature-based
approaches have achieved low classification accuracy because of these char-
acteristics of food images.

On the other hand, the visual recognition paradigm changed rapidly after the
appearance of the ImageNet dataset, demonstrating the power of data-driven
feature learning. During the past years, CNN has become the most effective
architecture to perform visual recognition. Hence, many studies using the deep-
learning-based approach for food recognition have been reported
(Christodoulidis, Anthimopoulos, and Mougiakakou 2015; Hassannejad et al.
2016; Kagaya, Aizawa, and Ogawa 2014; Kawano and Yanai 2014; Liu et al.
2016; Singla, Yuan, and Ebrahimi 2016; Yanai and Kawano 2015). These research-
ers demonstrated that it is possible to classify with higher precision than existing
handcrafted feature-based approaches by conducting experiments using food
image datasets. Myers et al. reported a deep-learning-based approach for calorie
estimation (Meyers et al. 2015), and proposed the Im2Calories system for food
recognition. The system made extensive use of CNN. They used the architecture
of GoogLeNet (Szegedy e al., 2015) and fine-tuned the pre-trained model on
Food101 (Food-101 dataset 2018). Pouladzadeh et al. proposed a smartphone-
based system to estimate the calories contained in images of food taken by the user
(Pouladzadeh et al. 2016). These works require reference information to estimate
the quantity of food on the plate. In addition, they proposed a mobile food
recognition system to estimate the calories and nutrition value of a meal by
recognizing multiple food items in the same meal from a captured image
(Pouladzadeh and Shirmohammadi 2017).
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Abrar et al. proposed a joint multi-task learning algorithm to effectively
estimate several image attributes using CNN (Abrar et al. 2015). In this
multi-task CNN, effective learning of CNN is achieved because attributes
in the same group are prompted to share more knowledge whereas attributes
in different groups generally compete with each other. By using multi-task
CNN, Chen et al. achieved food category and ingredient estimation from
food images (Chen and Ngo 2016). Their paper reported that simultaneous
estimation boosted the estimation performance on both tasks. Ege and Yanai
proposed a simultaneous estimation method of food categories and calories
with multi-task CNN (Ege and Yanai 2017). Although the accuracies of both
tasks were improved compared with single-task CNN, the improvement of
this work is slight because the number of datasets to train the multi-task
CNN is insufficient.

Although many studies on category identification and calorie estimation
have been published, the estimation of salinity from a food image has not
yet been reported. In addition, a large training dataset is required to derive
the performance of multi-task CNN even though it is effective to use multi-
task CNN with category classification to estimate food ingredients.
However, it is extremely costly to collect ingredient-annotated data of
food images.

Materials and Methods
Overview

The aim of our research is to more accurately estimate the food category and
ingredients from a food image by multi-task CNN. Excess calorie and salt
intake poses strong health risks such as heart disease, hypertension, and high
blood pressure. This led us to focus on the estimation of the calorie content
and salinity of food.

The architecture of our multi-task CNN is shown in Figure 1. The
proposed architecture is based on the Xception model. After feature extrac-
tion by Xception, our model branches into three tasks: food category

¢ Food category ssemien
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i Calorie estimation -
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Figure 1. Architecture of proposed multi-task CNN.
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classification, calorie estimation, and salinity estimation. In Figure 1, GAP,
FC, and OUT denote the global average pooling layer, the fully connected
layer, and the output layer, respectively.

A food ingredient-annotated food image dataset including both calorie
content and salinity does not yet exist because other researchers have not
focused on salinity estimation. In this study, we built a food image dataset
annotated by calories and salinity. Effective and efficient training using
multi-task CNN is achieved by continuously fine-tuning the multi-task
CNN by using a small-scale ingredient-annotated dataset and a middle-
scale dataset with only the categories annotated, as a two-stage fine-tuning
procedure.

The contribution of the paper is summarized as follows,

e We built a food image dataset in which calories and salinity are
annotated.

e We propose a multi-task CNN based on Xception architecture to classify
the food category, and to estimate food ingredients.

e We propose two-stage transfer learning using an image database for
category classification to achieve highly accurate classification and esti-
mation by using a small dataset.

e We experimentally analyze the relationship between the food category
and salinity by using the multi-task CNN.

Dataset

A large food image dataset annotated by calories and salinity has not been
distributed thus far. We collected a large number of food images annotated
with both types of information from six commercial cooking recipe sites
on the Web (Ajinomoto Park, 2018; Lettuce Club News 2018; Kewpie
2018; Kikkoman Homecook 2018; Mizkan 2018; Orangepage net 2018).
The recipe information published on these sites was provided by experts
such as cooks and cooking researchers. Although the calorie and the
salinity information provided on these recipe sites are for one person,
the amounts specified for some food images are for multiple people. These
food images for multiple people are excluded from the dataset since we
focus on estimating the calorie and salinity content from a food image for
one person.

The representative 14 categories, which are shown in Figure 2, included in
the UEC Food-100 (UEC FOOD 100 2018), are collected. The UEC Food-100
contains food images of 100 kinds of Japanese foods. The 14 selected
categories are included in the food category considered in the research by
Ege and Yanai. (Ege and Yanai 2017).
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Figure 2. Examples of food images for each collected category.

We excluded the low-resolution images or those with multiple labels from
the collected images. All images were resized to 299 x 299 pixels. As a result
of the aforementioned processing, a total of 3,051 images were collected on

14 categories. Details of the food image dataset we built are provided in
Table 1.

Architecture of Our Multi-Task CNN

The proposed architecture, which is shown in Figure 1, is based on the Xception
model. Xception is a CNN architecture inspired by Inception, where Inception
modules have been replaced with depth-wise separable convolutions. This
architecture significantly outperforms Inception V3 on a larger image classifica-
tion dataset comprising 350 million images and 17,000 classes. Details of the
Xception architecture are shown in Figure 3. In the figure, the global average-
pooling layer, the optional fully connected layer, and the logistic regression at
Exit flow are excluded from the original Xception architecture. This architecture
is used as the common layer for all tasks.

The network branches to each task from the global average-pooling layer.
Each task has a global average pooling layer, a fully connected layer with
a dropout, and an output layer, respectively. The branched networks are
adjusted by specializing in different tasks, namely the classification and regres-
sion tasks. The food classification task has a fully connected layer with 512
dimensions and an output layer corresponding to each food category. The
calorie and salinity estimation task comprises a fully connected layer with 512
dimensions and an output layer composed of one unit, respectively.
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Table 1. Details of collected food images for multi-task CNN.

SeparableConv 728

SeparableConv 1536
| separableCconv728 | [ conv |
= SeparableConv 2048
MaxPooling

Calorie (kcal) Salinity (g)
Category # of images Ave. S.D. Ave. S.D.
Curry and rice 214 531.14 220.57 2.630 1.045
Fried rice 217 469.83 165.32 2.310 0.995
Chow mein 140 552.62 118.86 3.202 0.921
Spaghetti 565 573.50 116.98 2.656 0.868
Gratin 264 397.99 160.43 1.985 0.836
Miso soup 373 84.65 52.20 1.946 0.643
Stew 136 379.53 119.70 2.331 0.914
Beef and potato stew 154 378.24 126.35 2.357 1.026
Hamburg steak 226 395.57 108.60 2.254 0.823
Cold tofu 114 141.56 57.30 1.235 0.594
Scattered sushi 107 53491 129.93 2.961 1.122
Omurice 105 683.63 132.44 2917 0.776
Potato salad 210 230.40 93.49 1.205 0.583
Mixed rice 226 409.65 97.20 1.814 0.751
Whole 3051 416.30 211.90 2.280 0.999
input
Entry flow —| Middle flow —
SeparableConv 128
[ separableconv128 | [ conv |
Repeated 8 times.
Exit flow
SeparableConv 728
[ separableConv256 | | Conv |
| separableConv 1024 | [ conv |

Figure 3. Xception architecture in our multi-task CNN.

The proposed multi-task CNN is trained based on the following loss
function L .

N
1 ) . )
L= (WLl + WeaLlyy + WaaLly) M
i=0

where L., , L.ai » and Ly, are the loss functions of the food classification, food
calorie estimation, and salinity estimation tasks, respectively. Further,



740 (&) S.F.SITUJU ET AL.

wy (a = {cat, cal, sal}) are the weight coefficients for each loss function so as
to balance the value scales of the three loss functions. N is the number of
image samples.

A soft-max function is used for the output layer of the food classification
task since this task is a multi-class classification problem. L., is defined
based on the standard soft-max cross entropy.

M
Lt ==Y tilogy;, (2)
i=0

where t; represents the ground-truth of the i th unit, which is binary, y; is the
output of the i th unit, and M is the number of food categories.

The food calorie task and salinity estimation task are treated as regression
problems. Although the mean square error is generally used as the loss
function in a regression problem, we employ the loss function by combining
different errors, as proposed by Ege and Yanai ?.

Lcul = Wcal,reEcal,re + WcuLabEcal,ab (3)

Lsal = Wsal,reEsal,re + Wsal,abEsal,ab (4)

where each w is the weight coefficient so as to balance the value scales of
these errors. Each of the errors is defined by:

Ecalab = |Veal — eall (5)
Ecalre = |Yeal — &eall /&eal (6)
Ecatab = |Vsal — Zsall (7)
Esatre = |Vsal — &sall/sal (8)

where y and g of each error are the estimated value and the ground-truth,
respectively. The absolute error E, 4 is the absolute value of the difference
between the estimated value and the ground-truth. The relative error E, ,, is
the ratio of the absolute error to the ground-truth.

Two-Stage Fine-Tuning

When applied to areas where large-scale data are much more difficult to
gather, CNN has still proven effective through the use of transfer learning
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(Oquab et al. 2014). Pre-trained CNNs are used as weight initializers for
fine-tuning to the new target task. In general, the ImageNet dataset, which
contains 50,000,000 images with 1,000 categories, is used for pre-training
the CNN. ImageNet is not necessarily strongly related to the food ingre-
dient estimation task in this paper because it is a dataset for generic object
recognition. When fine-tuning a multi-task CNN for food category classi-
fication and food ingredient estimation using the pre-trained model with
ImageNet, it is clear from the report of the previous study that the
accuracy improvement is slight if the number of images per class is not
large.

We address this issue by focusing on two-stage fine-tuning. First, we
prepare a category-annotated food image dataset. The number of images in
this dataset is larger than the dataset consisting of collected images with both
ingredients annotated for the main task, but is smaller than ImageNet. Then,
CNN pre-trained by ImageNet is again fine-tuned for food category classi-
fication by using only the category-annotated food image dataset. Finally, this
CNN is again fine-tuned for food category classification and food ingredient
estimation by using the main task dataset, which contains 3,051 images, as
a two-stage fine-tuning process.

We collected category-annotated food images from the Rakuten recipe
dataset, which is part of the Rakuten dataset Rakuten18. This dataset has 14
categories, which is the same as the dataset for the main task. The collected
image limit for each category is 3,000. We excluded low-resolution images or
those with multiple labels from the collected images. All images were resized
to 299 x 299 pixels. As a result of the above processing, a total of 28,359
images were collected in 14 categories. The number of collected images for
each category is shown in Table 2.

Experiments
Experimental Setup

In this study, we constructed two food image datasets, an ingredient-
annotated dataset, and a category-only-annotated dataset for two-stage fine-
tuning. In the ingredient-annotated dataset, 90% of the images in each

Table 2. Details of collected food images for two-stage fine-tuning.

Category # of images Category # of images
Curry and rice 2787 Fried rice 2999
Chow mein 2883 Spaghetti 3000
Gratin 2095 Miso soup 3000
Stew 1619 Beef and potato stew 736
Hamburg steak 2500 Cold tofu 536
Scattered sushi 612 Omurice 908

Potato salad 1684 Mixed rice 3000
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category was used for training the CNN, and the remaining images were used
for testing. In the category-only-annotated dataset, 80% of the images in each
category was used to train the CNN, and the remainder was used for testing.

We evaluated the performance of the proposed multi-task CNN with two-
stage fine-tuning. We demonstrated the effectiveness of multi-task learning
and two-stage fine-tuning, respectively, by comparing three methods:
a single-task CNN, multi-task CNN without two-stage fine-tuning, and
multi-task CNN with two-stage fine-tuning. The original Xception architec-
ture is used for the single-task CNN. The single-task CNN is optimized for
three tasks: food image classification, calorie estimation, and salinity
estimation.

The initial learning rate is set to 0.001 and gradually decreases to 0.0001.
All of the models were trained by Adagrad in 100 epochs. The dropout rate
for each task is set to 0.5. The batch size is set to 16. We experimentally set
the weight for each loss function to we = 1.0, Wy = 0.4 , and wyy = 0.9,
respectively. We also set the weight for each loss function of each task to
Wealre = 1.0, Wearap = 0.3, Wearre = 1.0 , and wyg 0 = 0.5 , respectively.

The classification accuracy was used as the criterion for evaluating the
food image classification. The absolute error E,, , relative error E, , and
correlation coefficients were also used as criteria for calorie and salinity
estimation.

Results and Discussion

The results of the three tasks using all the methods are shown in Table 3.
First, we discuss the results of category classification. The classification
accuracy of the proposed multi-task CNN is higher than that of single-task
CNN. Some miss-classification occurred between two categories in single-
task CNN: “Fried rice” and “Mixed rice”, “Chow mein” and “Spaghetti”. It is
generally difficult to classify these categories because each of these categories
mostly contains rice and noodles. However, miss-classification between
“Fried rice” and “Mixed rice” is improved in multi-task CNN with and
without two-stage fine-tuning.

Table 3. Comparison of single-task CNN, multi-task CNN, and multi-task CNN with two-stage
fine-tuning.

Calorie Salinity Category

Methods Eap E. CcC [ Ere CcC Accuracy
(keal) (%) (9) (%) (%)
Single-task CNN 1002 417 080 075 372 040 90.0
Multi-task CNN 946 366 082 076 368 043 91.0

Multi-task CNN with two-stage fine tuning 89.6 312 0.84 0.74 36.1 045 92.6
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The results of ingredients estimation is discussed next. The improvement
seen in the calorie estimation task was significantly high. On the other hand,
the salinity estimation with the multi-task CNN with two-stage fine-tuning
showed slight improvement relative to the single-task CNN. The advantage
of multi-task CNN is to effectively and efficiently learn the common features
that contribute to each task if tasks are strongly correlated. In addition, the
CNN is fine-tuned to enable the extraction of useful features for category
classification in two-stage fine-tuning using a large number of images for
food category classification. Therefore, the difference in improvement
between calorie and salinity estimation is assumed to be attributable to the
correlation difference between the food category classification task and the
estimation of each ingredient. As a result, we consider the correlation
between category classification and salinity estimation to be weaker than
calorie estimation, from the point of view of an image feature.

On the other hand, in Table 1, the ratio of intra-class variance to interclass
variance of the salt content is larger than that of the calories. Seemingly, the
task of estimating the salinity is more difficult compared to that of estimating
the calories. Even in such a situation, both the errors and correlation
coefficient of the salinity estimation were improved in our methods. From
these results, we demonstrated that the proposed multi-task CNN with two-
stage fine-tuning correctly classifies the food category and estimates the
calories and salinity because the multi-task CNN is superior to the single-
task CNN, and the multi-task CNN with two-stage fine-tuning outperforms
the multi-task CNN without two-stage fine-tuning.

Detailed results of the calorie and salinity estimation for each category are
listed in tables 4 and 5. In the calorie estimation, the error in categories with
a large mean and large intra-class variance is large. In contrast, it was difficult

Table 4. Comparison of calories estimation.

Single-task Multi-task Multi-task w/2-F.T.

Category Eab Ere Eab Ere Eab Ere

(kcal) (%) (kcal) (%) (kcal) (%)
Curry and rice 113.8 20.1 103.3 17.6 95.6 173
Fried rice 73.8 13.1 81.9 15.2 80.1 14.3
Chow mein 76.6 12.7 81.8 13.9 68.2 11.4
Spaghetti 98.7 16.2 97.2 16.0 86.3 14.0
Gratin 1326 60.0 110.9 51.1 1237 54.1
Miso soup 375 104.9 313 81.2 248 55.6
Stew 140.0 47.8 134.6 41.0 126.0 33.1
Beef and potato stew 94.8 32.0 79.5 28.6 104.8 336
Hamburg steak 101.8 31.6 1173 34.6 81.6 245
Cold tofu 67.7 62.4 61.5 56.3 68.3 526
Scattered sushi 152.4 236 139.8 214 112.4 16.6
Omurice 1724 255 119.3 203 179.1 275
Potato salad 128.0 84.7 112.6 73.0 92.1 60.4

Mixed rice 109.5 22.6 113.1 23.7 121.0 24.4
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Table 5. Comparison of salinity estimation.

Single-task Multi-task Multi-task w/2-F.T.

Category Eab Ere Eab Ere Eab Ere

(@) (%) (9) (%) (9) (%)
Curry and rice 0.64 28.5 0.51 24.5 0.40 18.5
Fried rice 0.91 51.9 1.10 64.9 1.04 56.8
Chow mein 0.86 22.8 0.75 21.1 0.94 28.2
Spaghetti 0.77 325 0.80 34.6 0.74 31.0
Gratin 0.70 437 0.61 322 0.60 33.2
Miso soup 0.54 357 0.50 34.8 0.57 38.1
Stew 0.71 315 0.78 38.7 0.81 36.8
Beef and potato stew 0.92 59.4 1.26 67.9 1.03 62.7
Hamburg steak 0.74 37.0 0.86 394 0.88 41.2
Cold tofu 0.66 57.5 0.66 49.5 0.52 40.6
Scattered sushi 1.42 335 1.15 25.0 1.30 28.8
Omurice 0.87 254 0.72 26.4 0.77 26.9
Potato salad 0.45 403 0.33 26.1 0.50 425
Mixed rice 0.90 327 1.03 39.6 0.80 30.1

to find some correlation in the salinity estimation results. However, we
confirmed the effectiveness of the proposed method since each absolute
estimated error is smaller than the standard deviation in each category.

Conclusions

In this paper, we proposed a method to estimate food ingredients from a food
image by multi-task CNN. As a benchmark dataset for evaluation of the
proposed method, we constructed a new image dataset using publicly available
images from several recipe-gathering websites. We proposed two-stage transfer
learning using a large number of food category recognition image databases to
improve the estimation accuracy because it is difficult to collect a large number
of food images of which the calorie content and salinity are known. We
demonstrated the effectiveness of multi-task learning with food category classi-
fication to estimate the calorie and salinity content. We experimentally con-
firmed the existence of a relationship between the food category and salinity.
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