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An internal-external optimized convolutional neural network for arbitrary 
orientated object detection from optical remote sensing images
Sihang Zhang a, Zhenfeng Shao a, Xiao Huang b, Linze Bai a and Jiaming Wang a

aState Key Laboratory of Information Engineering in Surveying Mapping and Remote Sensing, Wuhan University, Wuhan, China; 
bDepartment of Geosciences, University of Arkansas, Fayetteville, NC, USA

ABSTRACT
Due to the bird’s eye view of remote sensing sensors, the orientational information of an object 
is a key factor that has to be considered in object detection. To obtain rotating bounding 
boxes, existing studies either rely on rotated anchoring schemes or adding complex rotating 
ROI transfer layers, leading to increased computational demand and reduced detection speeds. 
In this study, we propose a novel internal-external optimized convolutional neural network for 
arbitrary orientated object detection in optical remote sensing images. For the internal opti-
mization, we designed an anchor-based single-shot head detector that adopts the concept of 
coarse-to-fine detection for two-stage object detection networks. The refined rotating anchors 
are generated from the coarse detection head module and fed into the refining detection head 
module with a link of an embedded deformable convolutional layer. For the external optimiza-
tion, we propose an IOU balanced loss that addresses the regression challenges related to 
arbitrary orientated bounding boxes. Experimental results on the DOTA and HRSC2016 bench-
mark datasets show that our proposed method outperforms selected methods.
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1. Introduction

With the advancement of earth observation technology, 
remote sensing images at meter-level or even sub-meter 
-level resolution have entered the market, providing 
data support for scientific research and practical appli-
cations (Yu et al. 2018; Wang et al. 2012). Object detec-
tion (Zhao et al. 2019) in optical remote sensing images 
(Bin and Li 2004; Han et al. 2014) has played an impor-
tant role in the military as well as civilian fields. Facing 
a massive volume of remote sensing data with great 
heterogeneity, however, exaggerates the limitations of 
traditional machine learning methods (Felzenszwalb 
et al. 2009; Lee et al. 2011) given their limited feature 
capturing capability. In order to use remote sensing 
data more effectively, deep learning (LeCun, Bengio, 
and Hinton 2015) based object detection methods 
(Shao et al. 2019; Zhang et al. 2020; Shao et al. 2021) 
were developed and have been proved to outperform 
other methods.

Deep learning-based object detection methods were 
first developed for natural scene images. The advent of 
Region-based Convolutional Neural Networks 
(R-CNNs) (Girshick et al. 2014) fostered the develop-
ment of two-stage object detection networks, e.g. Fast 
R-CNN (Girshick 2015) and Faster R-CNN (Ren et al. 
2015). Despite the decent detection accuracy of two- 
stage networks, they are generally computationally 
intensive, thus leading to a long processing time. To 
solve the problem of the slow detection speed of the 

two-stage detection networks, one-stage object detec-
tion networks, represented by YOLOv1-3 (Redmon 
et al. 2016; Redmon and Farhadi 2017, 2018) and 
SSD (Liu et al. 2016a), were developed by slightly 
sacrificing detection precision. In recent years, many 
robust object detectors have been proposed for retain-
ing the advantages of one-stage and two-stage detec-
tion networks while resolving their shortcomings, 
notably RefineDet (Zhang et al. 2018) and RetinaNet 
(Lin et al. 2017b). The rapid development of object 
detection algorithms stimulated the release of training 
datasets to test the effectiveness of these algorithms. 
Popular datasets, e.g. MS COCO (Lin et al. 2014), 
ImageNet (Deng et al. 2009) and PASCAL VOC 
(Everingham et al. 2010) contain mostly natural 
scene images.

Although optical remote sensing images have 
many similarities with natural scene images, there 
are some noticeable discrepancies. Natural scene 
images, usually taken from a side view, capture infor-
mation regarding the facades of objects. Due to the 
influence of gravity, objects are in a horizontal state if 
the ground camera is placed horizontally. Optical 
remote sensing images (Li, Wang, and Jiang 2021), 
usually taken from a bird’s eye view, only capture 
upper-facade information from objects, and these 
objects tend to be in an arbitrary orientated state. In 
addition, remote sensing images can contain 
a massive number of densely distributed objects 
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such as ships and cars. In light of these two differences, 
detecting an object with a horizontal bounding box in 
remote sensing images presumably leads to a large over-
lap between adjacent objects, and many detection boxes 
can be filtered out during Non-Maximum Suppression 
(NMS) (Neubeck and Van Gool 2006) processing, thus 
resulting in an increased omission rate. Therefore, 
applying arbitrary orientated bounding boxes for object 
detection in remote sensing images is a necessary task 
(Zhou et al. 2020; Fu et al. 2020; Sun et al. 2021). To 
address this challenge, researchers adopted a set of pre- 
defined angles for anchors so that the prior layer in 
a neural network can generate anchors with different 
orientations (Ma et al. 2018). However, the introduction 
of a large number of anchors increases the computa-
tional demand, leading to long training periods and 
detection processes. Another solution is to generate 
horizontal Regions of Interest (ROI) by Region 
Proposal Network (RPN) (Ren et al. 2015) and rotate 
the horizontal ROI into an arbitrary orientated ROI. 
Such an approach avoids the introduction of additional 
computation caused by anchors but results in increased 
algorithm complexity. In addition, regressions are diffi-
cult to conduct on rotated bounding boxes, evidenced 
by sudden jumps in the loss (Yang et al. 2019).

To address these challenges, we propose a novel 
internal-external optimized convolutional neural net-
work that improves the detection of arbitrarily orien-
tated objects in optical remote sensing images. In 
terms of internal optimization, we designed an 
anchor-based head detector by adopting the concept 
of coarse-to-fine detection from two-stage object 
detection networks. The refined rotated anchors are 
generated from the coarse detection head module and 
are further fed into a refining detection head module 
with a link to an embedded deformable convolutional 
layer. For external optimization, we propose a novel 
IOU balanced loss function to address the challenge of 
executing a regression on arbitrary orientated objects. 
Based on these two optimizations, we propose a novel 
single-shot detector that combines the efficiency of 
one-stage detection networks and the accuracy of two- 
stage detection networks. In addition, the algorithm 
we propose avoids not only the introduction of com-
plex ROI transforming layers but also the intensive 
computation of anchors. We trained and tested the 
proposed method on DOTA (Xia et al. 2018) and 
HRSC2016 (Liu et al. 2016b) datasets. Experimental 
results demonstrate the effectiveness and capabilities 
of this proposed method.

The contributions of this work are summarized as 
follows:

(1) We designed a coarse detection head module 
and a refining detection head module. The 
refined rotating anchors are generated from 
the coarse detection head module and are 

further fed into the refining detection head 
module with a link of an embedded deformable 
convolutional layer.

(2) We propose a novel IOU balanced loss function 
to address the regression challenge for arbitrary 
orientated objects. This new loss function can 
mitigate regression difficulties when rotating 
bounding boxes are at the angle boundary.

(3) We propose a new single-shot detector to han-
dle the arbitrary orientated object detection in 
optical remote sensing images. This detector 
embeds the above two optimizations, achieving 
high detection speed as well as high detection 
accuracy.

The remainder of this paper is organized as follows. 
Section 2 includes a review of the development of 
object detection algorithms for optical remote sensing 
images and the research on arbitrary orientated object 
detection. Section 3 presents our proposed architec-
ture and details the internal-external optimizations of 
the network. Section 4 describes the datasets, experi-
mental settings, results, as well as sensitivity analysis. 
Section 5 concludes the study.

2. Related work

In recent years, the advent of Region Convolutional 
Neural Networks (RCNNs) has boosted object detec-
tion performance. This section reviews the develop-
ment of object detection algorithms for optical remote 
sensing images and the research on arbitrary orien-
tated object detection.

2.1. Object detection in optical remote sensing 
images

Aiming at detecting objects in optical remote sensing 
images, the traditional machine learning-based meth-
ods regarded the object detection task as 
a classification problem, incorporating feature extrac-
tion (Yuan, He, and Cai 2011) and classifier learning 
to obtain object detection results (Yang, Xu, and Li 
2017; Bai, Zhang, and Zhou 2014). Some scholars also 
employed saliency detection methods in object detec-
tion tasks on remote sensing images with improved 
performance (Fan et al. 2016). As traditional methods 
cannot meet the needs of large-scale real-time remote 
sensing image processing, deep learning-based object 
detection methods in optical remote sensing images 
have been proposed and developed in a rapid manner. 
The research in (Li et al. 2017) introduced a detector 
with a region proposal network and local-contextual 
feature fusion network to handle the challenge of 
rotation invariance and appearance ambiguity in opti-
cal remote sensing images object detection. Since 
CNN does not have rotation invariant features, 
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works from (Ding et al. 2019; Yang et al. 2019; Cheng, 
Zhou, and Han 2016) proposed certain solutions for 
the arbitrary orientated object detection in optical 
remote sensing images. Due to a large amount of 
labeling tasks, researchers began to pay attention to 
weakly supervised deep learning based methods for 
optical remote sensing image object detection. 
Research in (Yao et al. 2020) proposed a novel method 
that provides only image-level labeled samples in the 
training stage to complete remote sensing image 
object detection tasks through dynamic course 
learning.

2.2. Arbitrary orientated object detection

Arbitrary orientated object detection originated from 
text detection tasks in natural scenes as texts in natural 
scenes can appear with different angles. Rotation 
Region Proposal Networks (RRPN) (Ma et al. 2018) 
introduced rotating ROIs to achieve scene text detec-
tion based on the RPN architecture. RRPN pre- 
designed a total of six rotation angles for anchors so 
that the network can generate anchors with different 
orientations. However, the introduction of additional 
anchors unavoidably reduces the efficiency of the algo-
rithm. Based on horizontal anchors, ROI-Trans (Ding 
et al. 2019) obtained a rotating ROI using fully con-
nected layers in the RPN stage. Different from RRPN 
with many anchor orientational settings, ROI-Trans 
learned the rotating ROI from the horizontal anchors, 
thus greatly reducing computations. In addition, 
SCRDet (Yang et al. 2019) predicted rough ROI 
through RPN and realized the location prediction of 
the orientated objects via the detection head. R2CNN 
(Jiang et al. 2017) proposed a new strategy to detect 
rotation bounding boxes by predicting the height of 
the bounding box as well as the coordinates of the first 
two vertices among the four vertices in clockwise 
order. RR-CNN (Liu et al. 2017) proposed an RRoI 
pooling layer to extract features of orientated objects.

However, these methods all belong to two-stage 
detection networks, limited by low detection speeds 
caused by their high structural complexity. 
Researchers have also explored the possibility of sin-
gle-shot arbitrary orientated object detection net-
works. EAST (Zhou et al. 2017), an end-to-end 
training detection network, rendered a new way to 
define rotation objects by predicting the distances 
between the feature points and the four sides of the 
rotation box and the angle information. In light of the 
time-consuming nature of calculating Intersection 
Over Union (IOU) for orientated bounding boxes, 
TextBoxes++ (Liao, Shi, and Bai 2018) cascaded 
NMS to accelerate the IOU calculation. The IOU of 
the smallest bounding rectangle of all boxes was cal-
culated, and NMS with a threshold of 0.5 was selected 
to reduce the number of target boxes. An NMS with 

a threshold of 0.2 was selected on the basis of the 
calculated IOU of the orientated bounding box. In 
more recent efforts, anchor free-orientated object 
detectors, such as IENet (Lin et al. 2019), were pro-
posed to avoid the calculation of anchors. The head of 
IENet contains three branches, each of which handles 
different tasks: the classification branch handles the 
classification task, the regression branch handles the 
prediction of bounding boxes, and the rotation branch 
handles the prediction of orientations.

3. Methodology

In this study, we propose an internal-external opti-
mized convolutional neural network for arbitrary 
orientated object detection. For the internal optimiza-
tion, we propose a coarse-to-fine head detector with 
a deformable convolutional layer embedding between 
the two phases to learn the deformable features. For 
the external optimization, we propose an IOU 
balanced loss function to address the regression chal-
lenge for arbitrary orientated bounding boxes.

3.1. Overview of the proposed architecture

The proposed method is an anchor-based single-shot 
detector, as shown in Figure 1. This network adopts 
ResNet101 (He et al. 2016), a widely used deep learn-
ing backbone in various fields of image processing, as 
the backbone. A Feature Pyramid Network (FPN) (Lin 
et al. 2017a) is used to learn multiscale pyramid feature 
maps, denoted by {P3,P4,P5,P6,P7}, where the subscript 
represents the level of the feature map. FPN takes 
a bottom-up and a top-down path to transfer multi- 
layer features into integrated pyramid features 
through lateral connections. In order to achieve both 
high detection precision and high detection speed, we 
propose a coarse-to-fine single-shot detector. The 
rotating candidate anchors are refined from the hor-
izontal anchors in the coarse detection head module 
and then fed into the refining detection head module. 
To address the arbitrary orientated bounding box 
regression task, we embedded a deformable convolu-
tion (Dai et al. 2017) layer that supports deformable 
feature learning between the two modules, and imple-
mented the multi-task loss function as the link to 
achieve single-shot detection.

3.2. Internal optimization mechanism

The high detection accuracy of the two-stage detectors 
benefits from the coarse-to-fine anchoring strategy at 
the sacrifice of detection speed. Despite the high detec-
tion efficiency of one-stage detection networks, they 
often fall short in detection accuracy compared with 
two-stage networks. To mitigate the shortcomings of 
one-stage and two-stage networks and retain their 
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advantages, we propose a coarse-to-fine anchoring 
strategy in the single-shot detection network, consist-
ing of a coarse detection head module and a refining 
detection head module. With the coarse detection 
head module, a fixed number of horizontal anchors 
are generated from the multiscale pyramid feature 
maps, followed by the implementation of a regressor 
to obtain a set of refined, positive rotated anchors by 
filtering out a large number of negative anchors. The 
refined rotating anchors are then passed into the refin-
ing detection head module to obtain the accurate 
location of arbitrary orientated bounding boxes and 
their categories. The coarse detection head and the 
refining detection head both have two convolution 
layers (Lawrence et al. 1997) with a kernel size of 
3 × 3 and a stride size of 1. In order to establish a bridge 
between the two modules, we embed a deformable 
convolutional layer that learns deformable features 
by encoding the offsets of displacement variables. 

Compared with the traditional convolutional layer, 
the deformable convolutional layer is sampled at irre-
gular and biased positions, which has been proved 
rather effective in handling the arbitrary orientated 
object detection in remote sensing images (Xu et al. 
2017). The operation of a deformable convolutional 
layer can be described as: 

yðP0Þ ¼
X

Pn2R
WðPnÞ � xðP0 þ Pn þ tPnÞ (1) 

where x is the input feature, P0 denotes the current 
position, yðP0Þ is the output deformable feature of P0, 
W is the weight coefficient matrix, tPn is the offset, and 
R represents the point collection of a convolution 
kernel grid. The term tPn can be learned by applying 
a convolutional layer on the same input feature map. 
The schematic diagram of the internal optimization 
mechanism is shown in Figure 2.

Figure 1. The architecture of the proposed network contains the backbone network, the coarse detection head and the Refining 
detection head, where the Backbone network extracts pyramid features of input images with feature pyramid network (FPN) (Lin 
et al. 2017a), the coarse detection head obtains a set of refined anchors and the refining detection head aims to achieve accurate 
object detection result. The regression loss used in the proposed network is IOU balanced loss.

Figure 2. The schematic diagram of the internal optimization mechanism.

GEO-SPATIAL INFORMATION SCIENCE 657



3.3. External optimization mechanism

Many loss functions have been proposed to deal with 
the bounding box regression. However, most of them 
are not applicable when dealing with regression for 
rotated bounding boxes. Due to the arbitrary direc-
tionality of the bounding boxes, sudden jumps in loss 
may occur at the angle threshold boundary of the 
prediction box, as demonstrated in Figure 3. As 
a result, ordinary regression loss functions may not 
perform well for rotated bounding boxes, and a new 
loss function needs to be introduced.

To address this challenge, we add a balance factor 
to the basis of Smooth L1 loss. When the angle of 
a predicted bounding box is close to that of the 
ground-truthing bounding box, the IOU value is 
large, leading to reduced loss. The proposed IOU 
balanced loss function is calculated as: 

IOU BalancedðxÞ ¼ ð1 � IOUÞ � SmoothL1ðxÞ

¼
0:5 � ð1 � IOUÞ � x2;if xj j< ε
ð1 � IOUÞ�ð xj j� 0:5Þ; otherwise

�

(2) 

IOU ¼
intersection

union
(3) 

where IOU denotes the intersection over union 
between the predicted box and the ground truth box. 
x represents the regression items (tx, ty, tw, th, tθ). 
εtakes 1=9 in our experiments. We define (tx, ty, tw, 
th, tθ): 

tx ¼ ðcos tθ � ðxg � xpÞ þ sintθ � ðyg � ypÞÞ=wp 

ty ¼ ð� sin tθ � ðxg � xpÞ þ cos tθ � ðyg � ypÞÞ=hp 

tw ¼ log
wg

wp

� �

(4) 

th ¼ log
hg

hp

� �

tθ ¼ ðθg � θpÞ=π 

Our study used five parameters to represent a rotating 
bounding box, that is, the center point coordinates (x,y) 
of the rotating bounding box, the long side w and the 
short side h of the rotating bounding box, and the angle θ 
from the positive direction of x axis to the direction of w. 
In this work, we set θ 2 ½0; πÞ. Thus, (xg , yg , wg , hg , θg) 
and (xp, yp, wp, hp, θp) denote the ground truth box and 
the predicted box, respectively.

The loss function of the proposed method follows the 
multi-task framework that consists of object regression 
and object classification loss. We employ the proposed 
IOU balanced loss for the former and focal loss (Lin et al. 
2017b) for the latter. Furthermore, the loss function is the 
weighted summation of the coarse detection head mod-
ule and the refining detection head module, defined as: 

L ¼
1

NCoa

X

i
LcðcCoa

i ; l�i Þ þ
X

i
½l�i �1�LrðxCoa

i ; g�i Þ

 !

þ
λ

NRef

X

i
LcðcRef

i ; l�i Þ þ
X

i
½l�i �1�LrðxRef

i ; g�i Þ

 !

(5) 

Figure 3. The schematic diagram of arbitrary orientated bounding box regression using smooth L1 loss. The x axis and the y axis 
point to the positive direction of the screen coordinates. The term θp denotes the angle from the positive direction of x axis to the 
direction of the long side of the predicted box where θP 2 ½0; πÞ.
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where NCoa, cCoa
i and xCoa

i denote the numbers of the 
positive samples, the predicted category, and the pre-
dicted bounding box location in the coarse detection 
head module, respectively. NRef indicates the numbers 
of the positive samples, cRef

i is the predicted category, 
and xRef

i is the predicted bounding box location in the 
refining detection head module. The terms Lc and Lr 
refer to the classification loss function and the regres-
sion loss function, respectively, while l�i and g�i repre-
sent the category and location of the ground truth box. 
The value λ is a balancing parameter. The Iverson 
bracket indicator function ½l�i � 1� outputs 1 when 
the condition (i.e.l�i � 1) is true (the anchor is not 
the negative) and 0 otherwise.

4. Experiments and analysis

4.1. Datasets

To prove the effectiveness of the proposed method, we 
implemented our proposed method and comparative 
methods on two public benchmark datasets (i.e. 
DOTA [Xia et al. 2018] and HRSC2016 [Liu et al. 
2016b]) for object detection in high-resolution remote 
sensing images. Their descriptions are shown in 
Table 1.

4.1.1. DOTA
DOTA (Xia et al. 2018) is an aerial image dataset for 
object detection, which contains 2,806 aerial images 
with unfixed sizes from 800 × 800 to 4000 × 4000. 
DOTA contains 15 categories: Plane, Baseball 
Diamond (BD), Bridge, Ground Track Field (GTF), 
Small Vehicle (SV), Large Vehicle (LV), Ship, Tennis 
Court (TC), Basketball Court (BC), Storage Tank (ST), 
Soccer Ball Field (SBF), Round About (RA), Harbor, 
Swimming Pool (SP), and Helicopter (HC). Given the 

large size of the original DOTA images, which might 
cause memory and efficiency issues, we resized the 
original images at three scales (0.5, 1.0 and 1.5) and 
then cropped them into a series of 1024 × 1024 patches 
at a stride of 512.

4.1.2. HRSC2016
HRSC2016 (Liu et al. 2016b) is a dataset that contains 
high-resolution remote sensing images, specifically for 
ship detection. HRSC2016 contains 1061 images col-
lected from google earth with 2976 instances. The 
objects are annotated using its center point coordi-
nates x and y, width w and height h of the bounding 
box, and the angle θ between width and x-axis.

4.2. Implementation details

The proposed algorithm was implemented using 
PyTorch (Paszke et al. 2019) on two TITAN Xp GPUs, 
each with 11 G memories. We adopt ResNet101 (He et al. 
2016) as the backbone network and extract pyramid 
features from P3 to P7. Stochastic Gradient Descent 
(SGD) is adopted to train the network with a batch size 
of 2 for 12 epochs on the DOTA dataset and 36 epochs 
on HRSC2016, with an initial learning rate of 0.0025 
(divided by 10 at each decay step). The momentum and 
weight decay are set to 0.9 and 0.0001, respectively. In the 
inferencing stage, we use Non-Maximum Suppression 
(NMS) for post-processing.

4.3. Experimental results

Mean Average-Precision (mAP) was adopted to eval-
uate the performance of the object detectors. We first 
compared our proposed method with several existing 
arbitrary orientated object detectors on the DOTA 
data (Table 2). The results in Table 2 show that our 

Table 1. Dataset description.
Data set Images Categories Size Crop size Training images Instances

DOTA 2806 15 800 × 800 ~ 4000 × 4000 1024 × 1024 21,046 188,282
HRSC2016 1061 1 300 × 300 ~ 1500 × 900 - 617 2976

Table 2. Detection result on DOTA.(%).
Method RetinaNet-R IENet FR-O R-DFPN R2CNN RRPN ICN ROI-Trans Ours

Plane 88.92 57.14 79.09 80.92 80.94 88.52 81.40 88.64 88.67
BD 67.67 80.20 69.12 65.82 65.67 71.20 74.30 78.52 79.51
Bridge 33.55 64.54 17.17 33.77 35.34 31.66 47.70 43.44 52.44
GTF 56.83 39.82 63.49 58.94 67.44 59.30 70.30 75.92 70.01
SV 66.11 32.07 34.20 55.77 59.92 51.85 64.90 68.81 75.01
LV 73.28 49.71 37.16 50.94 50.91 56.19 67.80 73.68 74.00
Ship 75.24 65.01 36.20 54.78 55.81 57.25 70.00 83.59 84.03
TC 90.87 52.58 89.19 90.33 90.67 90.81 90.80 90.74 90.85
BC 73.95 81.45 69.60 66.34 66.92 72.84 79.10 77.27 80.49
ST 75.07 44.66 58.96 68.66 72.39 67.38 78.20 81.46 85.35
SBF 43.77 78.51 49.40 48.73 55.06 56.69 53.60 58.39 55.64
RA 56.72 46.54 52.52 51.76 52.23 52.84 62.90 53.54 66.08
Harbor 51.05 56.73 46.69 55.10 55.14 53.08 67.00 62.83 66.17
SP 55.86 64.40 44.80 51.32 53.35 51.94 64.20 58.93 66.25
HC 21.46 64.24 46.30 35.88 48.22 53.58 50.20 47.067 51.02
mAP 62.02 57.14 52.93 57.94 60.67 61.01 68.20 69.56 72.37
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method outperformed the selected one-stage detectors 
based on RetinaNet-R (Lin et al. 2017b) or IENet (Lin 
et al. 2019) and two-stage detectors based on FR-O 
(Xia et al. 2018), R-DFPN (Yang et al. 2018), R2CNN 
(Jiang et al. 2017), RRPN (Ma et al. 2018), ICN (Azimi 

et al. 2018), and ROI-Trans (Ding et al. 2019). Figure 4 
presents the visualization of our detection results on 
the DOTA dataset. Table 3 presents a performance 
evaluation on the HRSC2016 data comparing the pro-
posed method with other arbitrary oriented object 

Figure 4. Selected examples of detection results from the DOTA test set.

Table 3. Detection result on HRSC2016 (%).
Method Fast-RCNN +SRBBS BL2 (Liu et al. 2017) R2CNN IENet RRD (Liao et al. 2018) ROI-Trans Ours

mAP 55.70 69.60 73.07 75.01 84.30 86.20 87.26
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detectors, revealing the superiority of the proposed 
method over selected baselines. Visual validation of 
our detection results on HRSC2016 is given in 
Figure 5.

To illustrate the effectiveness of our proposed 
method, we conducted speed-accuracy trade-off 
experiments on the DOTA among FR-O, ROI-Trans, 
and our proposed method (on 1024 × 1024 images). 
As shown in Table 4, the results indicate that our 
proposed method achieved the highest mAP with 
a detection speed of 0.137s per image, faster than 
FR-O and ROI-Trans. The inference time of our pro-
posed method on the HRSC2016 dataset was 0.072s 
per image.

4.4. Ablation studies

We conducted ablation experiments on HRSC2016 to 
evaluate the effectiveness of proposed optimization 
mechanisms. The results reveal an increase in mAP 
by 1.10% with the deformable convolutional layer and 
an increase in mAP by 8.11% with proposed IOU 
balanced loss (Table 5). Moreover, the mAP of the 

Figure 5. Selected examples of detection results on the HRSC2016 dataset.

Table 4. Speed-accuracy trade-off comparison with selected 
methods on DOTA dataset.

Method Image size mAP Test speed(s)

FR-O 1024 × 1024 52.93 0.141
ROI-Trans 1024 × 1024 69.56 0.170
Ours 1024 × 1024 72.37 0.137
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proposed method was 9.26% higher than that of base-
lines, indicating the effectiveness of our proposed 
method. Figure 6 shows a comparison of detection 
results with proposed IOU balance loss and with 
Smooth L1 loss as the loss function, respectively.

5. Conclusions

In this paper, we propose a novel internal-external opti-
mized convolutional neural network for arbitrary orien-
tated object detection in optical remote sensing images. 

For the internal optimization, we design an anchor- 
based head detector that adopts the coarse-to-fine detec-
tion strategy in two-stage object detection networks. The 
refined rotating anchors are generated from the coarse 
detection head module and further fed into the refining 
detection head module with a link of an embedded 
deformable convolutional layer. For the external optimi-
zation, we propose an IOU balanced loss to address the 
regression challenge from arbitrary orientated bounding 
boxes. Integrating these two optimization mechanisms, 

Figure 6. Comparison of detection results on the HRSC2016 dataset with IOU balanced loss (even rows) and with smooth L1 loss 
(odd rows).

Table 5. Ablation study on HRSC2016 dataset.
Method Deformable conv layer IOU balanced loss mAP

Baseline + Smooth L1 loss × × 78.00
Baseline + Deformable conv layer+ Smooth L1 loss √ × 79.10
Baseline + IOU balanced loss × √ 86.11
Baseline + Deformable conv layer + IOU balanced loss √ √ 87.26
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we designed a novel single-shot detector that can handle 
the arbitrary orientated object detection in optical 
remote sensing images. Experimental results on DOTA 
and HRSC2016 datasets show that our proposed method 
outperformed other selected methods.
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